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Preface

The recognition of the domain of mathematics called fibre bundles 
took place in the period 1935-1940. The first general definitions were 
given by H. Whitney. His work and that of H. Hopf and E. Stiefel 
demonstrated the importance of the subject for the applications of 
topology to differential geometry. Since then, some seventy odd 
papers dealing with bundles have appeared. The subject has attracted 
general interest, for it contains some of the finest applications of 
topology to other fields, and gives promise of many more. It also 
marks a return of algebraic topology to its origin; and, after many 
years of introspective development, a revitalization of the subject 
from its roots in the study of classical manifolds.

No exposition of fibre bundles has appeared. The literature is in a 
state of partial confusion, due mainly to the experimentation with 
a variety of definitions of “fibre bundle.” It has not been clear that 
any one definition would suffice for all results. The derivations of 
analogous conclusions from differing hypotheses have produced much 
overlapping. Many “known” results have not been published. It 
has been realized that certain standard theorems of topology are special 
cases of propositions about bundles, but the generalized forms have not 
been given.

The present treatment is an initial attempt at an organization. It 
grew out of lectures which I gave at the University of Michigan in 
1947, and at Princeton University in 1948. The informed reader will 
find little here that is essentially new. Only such improvements and 
fresh applications are made as must accompany any reasonably suc­
cessful organization.

The book is divided into three parts according to tlie demands 
made on the reader’s knowledge of topology. The first part presup­
poses only a minimum of point set theory and closes with two articles 
dealing with covering spaces and the fundamental group. Part II 
makes extensive use of the homotopy groups of Hurewicz. Since no 
treatment of these has appeared in book form, Part II opens with a 
survey of the subject. Definitions and results are stated in detail; 
some proofs are given, and others are indicated. In Part III we make 
use of cohomology theory. Here, again, a survey is required because
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the standard treatments do not include the generalized form we must 
use. A reader who is familiar with the elements of homology theory 
will have little difficulty.

I must acknowledge my gratitude to Professor Sze-tsen Hu 
and Dr. R. L. Taylor who read the manuscript and suggested many 
improvements.

I wish to acknowledge also the aid of the National Academy of 
Sciences in support of publication of this volume.

Numbers enclosed in brackets refer to the bibliography.

May} 1950 
Princeton University

N o r m a n  S t e e n r o d
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THE TOPOLOGY OF FIBRE BUNDLES





Part I, The General Theory o f Bundles
§1. In t r o d u c t io n

1.1. Provisional definition. A fibre bundle (B consists, at least, of 
the following: (i) a topological space B  called the bundle space (or, 
simply, bundle), (ii) a topological space X  called the base space, (iii) a 
continuous map

p: B ^ X

of B onto X  called the projection, and (iv) a space Y  called the fibre. 
The set Yx, defined by

is called the fibre over the point x of X . It is required that each Yz be 
homeomorphic to Y. Finally, for each x of X, there is a neighborhood 
V  of x and a homeomorphism

<*>: V x Y - > p - ' ( V )
such that

p<t>{x',y) =  xf x' e V , y e Y.

A cross-section of a bundle is a continuous map/: * X  —> B such that 
pf(x) = x for each x z X .

The above definition of bundle is not sufficiently restrictive. A 
bundle will be required to carry additional structure involving a group 
G of homeomorphisms of Y  called the group of the bundle. Before 
imposing the additional requirements, consideration of a collection 
of examples will show the need for these. The discussion of the§e 
examples will be brief and intuitive; each will be treated later in detail.

1.2. The product bundle. The first example is the product bundle 
or product space B  = X  X Y. In this case, the projection is given 
by p{x,y) = x. Taking V  = X  and = the identity, the last condi­
tion is fulfilled. The cross-sections of B  are just the graphs of maps 
X  —> Y. The fibres are, of course, all homeomorphic, however there 
is a natural unique homeomorphism F* —> F given by (x,y) y. As 
will be seen, this is equivalent to the statement that the group G of the 
bundle consists of the identity alone.

1.3* The Mobius band. The second example is the Mobius band. 
The base space X  is a circle obtained from a line segment L  (as indicated 
in Fig. 1) by identifying its ends. The fibre Y  is a line segment. The
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bundle B is obtained from the product L  X Y  by matching the two 
ends with a twist. The projection L  X Y  —> L  carries over under this 
matching into a projection p: B - + X .  There are numerous cross- 
sections; any curve as indicated with end points that match provides a 
cross-section. It is clear that any two cross-sections must agree on at 
least one point. There is no natural unique homeomorphism of Yx

F ig . 1.

with F. However there are two such which differ by the map g of Y  
on itself obtained by reflecting in its midpoint. In this case the group 
G is the cyclic group of order 2 generated by g.

1.4. The Klein bottle. The third example is the Klein bottle. 
The preceding construction is modified by replacing the fibre by a circle 
(Fig. 2). The ends of the cylinder L  X Y  are identified, as indicated, 
by reflecting in the diameter de. Again, the group G, is the cyclic group

b
X

a«------------------------------------- -a

F ig . 2 .

of order 2 generated by this reflection. (It is impossible to visualize 
this example in complete detail since the Klein bottle cannot be 
imbedded topologically in euclidean 3-space.)

1.5. The twisted torus. The fourth example, we will call the 
twisted torus. The construction is the same as for the Klein bottle 
except that reflection in the diameter de is replaced by reflection in the 
center of the circle (or rotation through 180°). As before, the group G is



cyclic of order 2. In contrast to the preceding two examples, this 
bundle is homeomorphic to the product space X  X F and in such a way 
as to preserve fibres. However to achieve this one must use homeo- 
morphisms F —> Yx other than the two natural ones. But they need 
not differ from these by more than rotations of Y. This behavior is 
expressed by saying that the twisted torus is not a product bundle, but 
it is equivalent to one in the full group of rotations of F.

1.6. Covering spaces. A covering space B of a space X  is another 
example of a bundle. The projection p: B  —> X  is the covering map. 
The usual definition of a covering space is the definition of bundle, in 
§1.1, modified by requiring that each F* is a discrete subspace of B , 
and that <f> is a homeomorphism of V  X Yx with p~l(V)  so that <j>(x}y) 
= y. If, in addition, it is supposed that X  is arcwise connected, motion 
of a point x along a curve C in X  from Xi to 2̂ can be covered by a con­
tinuous motion of Yx in B from YXl to YXi. Choosing a base point x0, 
each Yx can be put in 1-1 correspondence with F =  YXq using a curve in 
X. This correspondence depends only on the homotopy class of the 
curve. Considering the action on F  of closed curves from x0 to x0j the 
fundamental group wi(X) appears as a group of permutations on F. 
Any two correspondences of Yx with F  differ by a permutation cor­
responding to an element of 7n(X ). Thus, for covering spaces, the group 
of the bundle is a factor group of the fundamental group of the base space.

1.7. Coset spaces. Another example of a bundle is a Lie group B 
operating as a transitive group of transformations on a manifold X. 
The projection is defined by selecting a point x0 e X  and defining p(b) 
=  b(x0). If F  is the subgroup of B  which leaves x 0 fixed, then the 
fibres are just the left cosets of F  in B . There are many natural cor­
respondences F  —> Yx, any b e Y x defines one by y —> b-y. However 
any two such y-+b*y, y  —> b'-y differ by the left translation of F  cor­
responding to b~V. Thus the group G of the bundle coincides with the 
fibre F  and acts on F by left translations. Finding a cross-section for 
such a bundle is just the problem of constructing in B a simply-transi- 
tive continuous family of transformations.

1.8. The tangent bundle of a manifold. As a final example let X  be 
an ^-dimensional differentiable manifold, let B be the set of all tangent 
vectors at all points of X, and let p  assign to each vector its initial point. 
Then Y x is the tangent plane at x. It is a linear space. Choosing a 
single representative F, linear correspondences YX- * Y  can be con­
structed (using chains of coordinate neighborhoods in X), but not 
uniquely. In this case the group G of the bundle is the full linear 
group operating on F. A cross-section here is just a vector field over 
X. The entire bundle is called the tangent bundle of X.



1.9. Generalizations of product spaces. It is to be observed that 
all the preceding examples of bundles are very much like product 
spaces. The language and notation has been designed to reflect this 
fact. A bundle is a generalization of a product space. The study of 
two spaces X  and Y  and m aps/: X  —> Y  is equivalent to the study of 
the product space X  X Y, its projections into X  and F, and graphs of 
maps /.  This is broadened by replacing X  X F by a bundle space B, 
sacrificing the projection into F, but replacing it, for each x, by a family 
of maps Yx—» F  any two of which differ by an element of a group G 
operating on F. The graphs of continuous functions /:  X  —» F  are 
replaced by cross-sections of the bundle.

This point of view would lead one to expect that most of the concepts 
of topology connected with pairs of spaces and their maps should 
generalize in some form. This is sustained in all that follows. For 
example, the Hopf theorem on the classification of maps of an n-com- 
plex into an n-sphere generalizes into the theory of the characteristic 
cohomology classes of a sphere-bundle.

The problems connected with bundles are of various types. The 
simplest question is the one of existence of a cross-section. This is of 
importance in differential geometry where a tensor field with prescribed 
algebraic properties is to be constructed. Is the bundle equivalent to a 
product bundle? If so, there exist many cross-sections. What are the 
relations connecting the homology and homotopy groups of the base 
space, bundle, fibre, and group? Can the bundle be simplified by 
replacing the group G by a smaller one? For given X , F, (?, what are 
the possible distinct bundles B  ? This last is the classification problem.

§2. COORDINATE BUNDLES AND FIBRE BUNDLES

2.1. The examples of §1 show that a bundle carries, as part of its 
structure, a group G of transformations of the fibre F. In the last two 
examples, the group G has a topology. It is necessary to weave G and 
its topology into the definition of the bundle. This will be achieved 
through the intermediate notion of a fibre bundle with coordinate systems 
(briefly: “ coordinate bundle”)- The coordinate systems are elimi­
nated by a notion of equivalence of coordinate bundles, and a passage to 
equivalence classes.

2.2. Transformation groups. A topological group G is a set which 
has a group structure and a topology such that (a) g~l is continuous for 
g in Gy and (b) gig2 is continuous simultaneously in g\ and g2y i.e. the 
map G X G —> G given by (g\}g%) —> g\g2 is continuous when G X G has 
the usual topology of a product space.

If G is a topological group, and F is a topological space, we say



that G is a topological transformation group of Y relative to a map  
rj: G X Y  —» Y  if (i) 77 is continuous, (ii) rj(e,y) =  y  where e is the 
identity of G, and (iii) y(gig2,y) =  y(gi,ri(g2,y)) for all gug2 in G and y  
in F.

As we shall rarely consider more than one such rj, we shall abbreviate 
l(g>y) by g-y. Then (ii) becomes e-y =  y  and (iii) becomes (gig2) -y =  
gi'(g2'y)- For any fixed g, y —̂ g-y is a homeomorphism of F  onto 
itself; for it has the continuous inverse y - * g ~ l-y. In this way rj 
provides a homomorphism of G into the group of homeomorphisms of F.

We shall say that G is effective if g-y =  y, for all y, implies g =  e. 
Then G is isomorphic to a group of homeomorphisms of F. In this 
case one might identify G with the group of homeomorphisms, however 
we shall frequently allow the same G to operate on several spaces.

Unless otherwise stated, a topological transformation group will be 
assumed to be effective.

2.3. Definition of coordinate bundle. A coordinate bundle (B is a 
collection as follows:

(1) A space B called the bundle space,
(2) a space X  called the base space,
(3) a map p: B  —» X  of B onto X  called the projection,
(4) a space F  called the fibre,
(5) an effective topological transformation group G of F called the 
group of the bundle,
(6) a family {Vj} of open sets covering X  indexed by a set J, the 7 / s  
are called coordinate neighborhoods, and
(7) for each j  in J, a homeomorphism

fc: Vj X F —> p"i(.7y)

called the coordinate function.
The coordinate functions are required to satisfy the following 

conditions:

(8) V<t>i {x,y) =  x, for x e Vj, y  e Y,

(9) if the map <j>j,x: Y  —> p~l(x) is defined by setting

4>iAy) =  <t>Ax,y),

then, for each pair i , j  in J, and each i c F j A F ; ,  the homeomorphism

4>7.l<t>iV- V —> Y

coincides with the operation of an element of G (it is unique since G is



effective), and

(10) for each pair i , j  in / ,  the map

g»: Vi r \ V j —>G

defined by ga{x) =  is continuous.

It is to be observed that without (5), (9) and (10) the notion of 
bundle would be just that of §1.1. The condition (9) ties G essentially 
into the structure of the bundle, and (10) does the same for the topology 
of G.

As in §1, we denote p~l(x) by Yx and call it the fibre over x.
The functions g# defined in (10) are called the coordinate transforma­

tions of the bundle. An immediate consequence of the definition is 
that, for any i,j,k in J y

(11) gkj (x)gji(x) =  gM( x)y x e F . H  Vj C\ 7*.

If we specialize by setting i  =  j  =  ky then

(12) gu(x) =  identity of G, x e 7*.

Now set i  =  k in (11) and apply (12) to obtain

(13) gjk(x) =  [gkj{x)]'ly x e V j  n  7*.

It is convenient to introduce the map

(14) pj: v~l{Vj) -> Y  

defined by
Pi(b) =  4>yfx(b) where x =  p(b).

Then pj satisfies the identities

(14') Vi<t>iixyy) =  y y <k(p(b)ypj(b)) =  6,
gji(p(b))'Pi(b) =  pj(b)y p(b) e Vi C\ Vj.

2.4. Definition-of fibre bundle. Two coordinate bundles (& and (&'
are said to be equivalent in the strict sense if they have the same bundle 
space, base space, projection, fibre, and group, and their coordinate 
functions {</>!} satisfy the conditions that

(15) gkj (x) = % £  v j  r \  v k

coincides with the operation of an element of G, and the map

Skfi V jC \V 'k -* G  

so obtained is continuous.



This can be stated briefly by saying that the union of the two sets 
of coordinate functions is a set of coordinate functions of a bundle.

That this is a proper equivalence relation follows quickly. Reflex- 
ivity is immediate. Symmetry follows from the continuity of g —> g~l . 
Transitivity depends on the simultaneous continuity of (<71,<72) —> <71*72.

With this notion of equivalence, a fibre bundle is defined to be an 
equivalence class of coordinate bundles.

One may regard a fibre bundle as a “ maximal” coordinate bundle 
having all possible coordinate functions of an equivalence class. As our 
indexing sets are unrestricted, this involves the usual logical difficulty 
connected with the use of the word “ all.”

2.5. Mappings of bundles. Let (B and (B' be two coordinate 
bundles having the same fibre and the same group. By a map h: (B —>
(B' is meant a continuous map h: B - ^ B r having the following 
properties

(16) h carries each fibre Yx of B homeomorphically onto a fibre Yx> of 
S', thus inducing a continuous map h: X  —> X' such that

p'h =  hp,

(17) if x e V jC\ h^iV'k), and hx: Yx—> Yx* is the map induced by 
h (x' =  h(x))j then the map

Qkj{x)  =  4>k,xthx4>},x =  Pkhx4*j,x 

of Y  into Y  coincides with the operation of an element of (?, and

(18) the map
gkj: ■ . V i n h - ' ( y ’k) - > G  

so obtained is continuous.

In the literature, the map h is called “ fibre preserving.” We shall 
use frequently the expression “ bundle map” to emphasize that h is a 
map in the above sense.

It is readily proved that the identity map B  —» B is a map (B —> (B in 
this sense. Likewise the composition of two maps (B —> (B' —» (B“ is 
also a map (B —> (B” .

A map of frequent occurrence is an inclusion map (B C ® ' obtained 
as follows. Let (B' be a coordinate bundle over X ', and let X  be a sub­
space of X'. Let B =  p'- 1(X), p  =  p'|B, and define the coordinate 
functions of (B by &  =  </>'|(F' n  X) X Y. Then (B is a coordinate 
bundle, and the inclusion map B  —> J5' is a map (B —> (B'. We call (B the 
portion of (B' over X  (or (B is (B' restricted to X ), and we will use the



notations
(B = (B'|X =  (B'x.

The functions gkj of (17) and (18) are called the mapping transforma­
tions. There are two sets of relations which they satisfy:

(19) Qkj(x)gji(x) =  g&(x), x e Vi H  Vj H  hr'iV^),
9 a(Hx))gkj(x) =  x e Vj f \ i r ' ( V ' k C\ V\).

These are verified by direct substitution using the definitions (10) and 
0L7).

2.6. Lemma. Let (B, (B' be coordinate bundles having the same fibre Y  
and group (7, and let h: X  X r be a map of one base space into the other. 
Finally, let gkj: Vj C\ h~l {V,1̂) —> G be a set of continuous maps satis­
fying the conditions (19). Then there exists one and only one map h: <B 
—> (B' inducing h and having {gjk) as its mapping transformations.

If p(b) =  x lies in Vj C\ define

(20) hkj(b) =  <t>k(h(x),ffkj(xypj(b)).

Then hkj is continuous in 6, and pfhkj(b) =  h(p(b)). Suppose x e Vi 
Vj C\ fe-1(Fjk r \  V[). Using the relations (14') and (19), we have 
(with x' =  h(x))

hkj(b) =  <t>Jk(xf,gkj(x)gji(x)-pi(b))
=  <i>k(x! ,9 ki(x)-pi(b)) =  hki(b)
=  <l>kx',9ik(x')9ki(x)-pi(b))
=  <l>i(x',gu(x)-pi(b)) =  hu(b).

It follows that any two functions of the collection {hkj} agree on their 
common domain. Since their domains are open and cover B , they 
define a single-valued continuous function h. Then p'h =  hp follows 
from the same relation for h]k. If, in (20), we replace b by <t>j,x(y)j 
apply pk to both sides, and use the relations (14'), we obtain

p'Mi,x(y) =  vWkW ,gki{x)-Vj4>j,x{y))
=  0 kj{x)-y

which shows that h has the prescribed mapping transformations.
Conversely any h which has the prescribed mapping transformations 

must satisfy (20), and therefore h is unique.
2.7. Lemma. Let (B, (B' be coordinate bundles having the same fibre 

and group, and let h: (B —> (B' be a map such that the induced map 
h: X  —+ X ' is 1-1 and has a continuous inverse f r l : X '  —» X . Then 
h has a continuous inverse h~l: B' —» B, and h"1 is a map ©' —>©.



The fact that h is 1-1 in the large is evident. For any xr in Vk C\ 
h(Vj), let x =  h~l {x'), and, following (17), define

9 ik (x ')  =  4>7'xK W k.x'-

It follows that gik(x') =  guix)"1. Since g —> g~l is continuous in (7, 
x is continuous in x \  and gujix) is continuous in x, it follows that gjk(xf) 
is continuous in xf. If p'(bf) =  xf is in Vk C\ h(Vj), then hr1 is given by

h-KV) =

which shows that hr1 is continuous on p'~l {Vk C\ h(Vj)). Since these 
sets are open and cover jB', it follows that hr1 is continuous, and the 
lemma is proved.

Two coordinate bundles (B and (B' having the same base space, fibre 
and group are said to be equivalent if there exists a map (B —» (B' which 
induces the identity map of the common base space.

The symmetry of this relation is provided by the above lemma. 
The reflexivity and transitivity are immediate. It is to be noted that 
strict equivalence, defined in §2.4, implies equivalence.

Two fibre bundles (see §2.4) having the same base space, fibre 
and group are said to be equivalent if they have representative coordi­
nate bundles which are equivalent.

It is possible to define broader notions of equivalences of fibre 
bundles by allowing X  or (Y,G) to vary by a topological equivalence. 
The effect of this is to reduce the number of equivalence classes. The 
definition chosen is the one most suitable for the classification theorems 
proved later.

2.8. Lemma. Let (B,(B' be coordinate bundles having the same base 
space, fibre, and group, then they are equivalent if  and only if  there exist 
continuous maps

m- Vj r \V k-*G  j e J , k e J '
such that

(190 Shi (x) =  ghj (x)ga(x), l e F . - H  Vj H  V'h
Sn(x) =  g'ik(x)Skj(x), x e Vj n  V[ C\ Vi.

Suppose, first that <B,(B' are equivalent and h: (B —> (B'. Define 
gkj by (17) (note that x' =  x since h is the identity). The relations 
(19) reduce to (190-

Con versely, suppose the gkj are given. The relations (190 imply
(19) in the case h — identity. The existence of h is provided by 2.6.

2.9. Let (B be a coordinate bundle with neighborhoods {Vj), and let 
[Vk\ be a covering of X  by an indexed family of open sets such that



each Vfk is contained in some Vj. (i.e., the second covering is a refinement 
of the first); then one constructs a strictly equivalent coordinate bun­
dle (B' with neighborhoods {F£} by simply restricting to V'k X Y  
where j  is selected so that V'k C  Vj. When j ,k  are so related, the 
functions gkj of (15) are constant and equal the identity of G.

Suppose now that (B,(B' are two coordinate bundles with the same 
base space, fibre, and group. The open sets VjC\ Vk, j  e J ,  k e J', 
cover X  and form a refinement of {Vj} and {7^}. It follows that 
(B,(B' are strictly equivalent to coordinate bundles (Bi,(Bi, respectively, 
having the same set of coordinate neighborhoods. This observation 
lends weight to the following lemma.

2.10. Lemma. Let (B,(B' be two coordinate bundles with the same 
base space, fibre, group and coordinate neighborhoods. Let ga, gjit denote 
their coordinate transformations. Then <B,(B' are equivalent if  and only 
if  there exist continuous functions Vj —> G, defined for each j  in J , 
and such that

(21) g'jj(x) =  Xj (x )-lgji(x)\i(x), x e Vt H  7*.

If (B,(B' are equivalent, the functions ^ p rovid ed  by 2.8 enable us to 
define Xj =  (fe)-1. Then the relations (19') yield (21).

Conversely, suppose the X's satisfying (21) are given. Define

Skj(x) =  Xa.(x^gkfix), x z V j C \  Vk.

Then the relations (19') follow from (21) and (11), and the lemma is 
proved.

2.11. Lemma. Let (B,(B' be coordinate bundles having the same fibre 
and group, and let h be a map (B —> (B'. Corresponding to each cross- 
section f :  X ' —> Br there exists one and only one cross-section f: X  —> B 
such that

M(x) =  f 'H x)y x e X.

The cross-section f  is said to be induced by h and /' , and will be denoted by 
h*f.

Let xf =  h(x). Since f(x) must lie in Yx, and hx: Yx—» Y* is a
1-1 map, it follows that f{x) =  h~lf(x ') .  This defines /  and proves 
its uniqueness. It remains to prove continuity. It suffices to show 
that/  is continuous over any set of the form Vj C\ h~l{Vk) for these sets 
are open and cover X.  Since pf{x) =  x is continuous, it remains 
to show that pjf{x) is continuous. By (18), gic3(x) is continuous. 
Furthermore

§kAx) - [p j f ( x ) }  =  <j>k,l’hx<l>j,xPif(x) =  4>kj hxf ( x )

=  <t>'k7x'f'(h(x)) =  Pkf’iHx)).



Therefore

Pifix) =  {dhi(x)]~up'kf(h(x))

is also continuous.
The lemma shows that cross-sections behave contravariantly under 

mappings of bundles. In this respect they resemble covariant tensors.
2.12. Point set properties of B. It is well known that numerous 

topological properties of X  and Y  carry over to their product X  X Y. 
They also carry over to the bundle space B  of any bundle with base 
space X  and fibre Y. The argument given for the product space 
carries over to the bundle using the local product representations given 
by the coordinate functions.

As an example, suppose X  and Y  are Hausdorff spaces. Let 6,6' be 
distinct points of B. If p(b) p(6'), let U,V  be neighborhoods of 
p(6),p(6') such that U C \ V  =  0. Then p~l{U) and p~x{V) are non­
overlapping open sets containing 6 and 6'. If p(b) = p(6') =  x, then 
choose a j  such that x is in Vj. Now pj(b) ^  Pj(bf) since 6 9  ̂ 6', 
therefore there exist neighborhoods 17,(7' of py(6),py(6') such that 
U n  Uf =  0. Then <t>j(Vj X U) and (f>j(Vj X U') are non-overlapping 
open sets containing 6 and 6'. Thus B is a Hausdorff space.

As a second example, suppose X  and Y  are compact Hausdorff 
spaces. For each point x in X, choose a j  such that x is in Vj and choose 
an open set Ux such that x is in Ux and Ux C  Vj (this can be done since 
any compact Hausdorff space is regular). The sets { Ux} cover X ; select 
a finite covering ?7i, • • • , Um. Since Ur is compact, so is Ur X Y. 
Select j  so that Ur C ‘ Vj. Since <t>j is a topological map, it follows that 
p~l{Ur) is compact. But these sets, for r =  1, • • • , m, cover the 
space B. Therefore B is compact.

Among other common properties of X  and Y  which are also proper­
ties of B  we mention (i) connectedness, (ii) the first axiom of countabil- 
ity, (iii) existence of a countable base for open sets, (iv) local com­
pactness, (v) local connectedness, and (vi) arcwise connectedness.

2.13. In subsequent articles, the expression “ bundle” will mean 
“ coordinate bundle.” Fibre bundles will not be the primary, but 
rather the ultimate, objects of study. They will be studied through 
their representatives. The various concepts introduced for coordinate 
bundles must behave properly under equivalence. The situation is 
similar to that in group theory when one studies groups given by 
generators and* relations. Results which are not invariant under a 
change of base are qf little interest.

The study of fibre bundles needs an invariant definition of bundle 
which is usable. A further discussion of this problem is given in §5.



§3. Co n st r u c t io n  of a  Bu n d l e  fr o m  Co o r d in a t e  
Tr a n sf o r m a t io n s

3.1. Let G be a topological group, and X  a space. By a system 
of coordinate transformations in X  with values in G is meant an indexed 
covering {Vj} of X  by open sets and a collection of continuous maps

(1) Qa'- Vi C W j - ^ G  i,j  e J

such that

(2) Qkj(x)gji(x) =  g*(x), x e V i C \  Vj P  Vk.

The relations gu(x) =  e and g%j{x) =  {gn{x))~l follow as in §2.3 (12),
(13).

We have seen in §2.3 that any bundle over X  with group G deter­
mines such a set of coordinate transformations. We shall prove a 
converse.

3.2. Existence theorem. I f  G is a topological transformation group 
of Y, and {Vj}, {g%j] is a system of coordinate transformations in the space 
X , then there exists a bundle (B with base space X , fibre Y , group G, and the 
coordinate transformations {gij}. Any two such bundles are equivalent.

Let us regard the indexing set J  for the covering {Vj} as a topological 
space with the discrete topology. Let T C . X X Y X J  be the set of 
those triples (x,y,j) such that x e Vj. Then T  is a topological space, 
and is the union of the disjoint open subsets Vj X  Y  X j . Define in T 
an equivalence relation:

(x,y,j) ~  (x',y’,k)
if

(3) x =  x', gkj(x)-y =  y'.

That this is a proper equivalence follows immediately from (2). 
Define B  to be the set of equivalence classes of this relation in T . Let

q: T ^ B

assign to each (x,y,j) its equivalence class {(x,y,j) }. A set U in B is 
called open if q~l (U) is an open set of T. Then B is a topological 
space and q is continuous.

Define p: B  —> X  by

(4) P({(x,y,f)\) =  x.

By (3), p  is uniquely defined. If W  is an open set of X ,  then (pg)- 1(TP) 
=  g_1(p“ 1(Tr)) is the intersection of T  with the open set W  X  Y X  J.



It is therefore an open set of T. Then, by definition, p~l{W) is an 
open set of B ; so p is continuous.

Define the coordinate function <f>j by

(5) (x,y) =  g(x,t/,i), x e Fy, y  e F.

Since q is continuous, so is <fo. By (4), pq(x}y,j) =  x, and therefore 
P<t>j (%,y) =  Thus $y maps Fy X Y  into p^iVf).

If & =  {(£,?/,&)} is in P_1(Fy), ^ e n  x e V jC \  Vk, and (x,y,k) ~  
(%,gjk(x)'y,j). Therefore b =  <t>i(x,gjk{x)'y). Thus <£y maps Fy X F  
onto p~l {Vj).

If ~ (%',yf,j), then X =  x', and g^{x)-y =  y'. Since ^ (x )
= e, we have y =  y '. Therefore <£y is a continuous 1-1 map of Fy X F 
onto p-^Fy).

To prove that 071 is continuous, we must show that IF open in 
Fy X Y  implies <t>j(W) is open in B , i.e. g_1<#>y(IF) is open in T. Since 
the sets Vk X Y  X fc are open and cover T, it is enough to show that 
q~l<t>i(W) meets V k X Y  X k in an open set. This intersection is 
contained in (Fy C\ Vk) X  Y  X k which is itself open in T . The 
function q restricted to the latter set can be factored into a composition

r
(Fy n  Fa) X  Y X  k —► Fy X F —> J5

where
r(*,y,fc) =  (x,gjk(x)-y).

Then r is continuous; so r_I(IF) is an open set as required.
Consider now the map of F on itself (x e F< H  Fy). If

yr =  4>ll4>i,xiy) ; by definition, we have <fo(x,*/') =  <l>i(x,y), or q{x,yf,j) =  
q(x,y,i); which means (x,y',j) ~  (x,y,i)j and therefore y' =  gji{x)-y. 
Thus, for each y  e F,

4>ll4>i,x(y) =  9 a(x)-y.

This proves that the {̂ y»} are the coordinate transformations of the 
constructed bundle.

If, in §2.10, we choose the X’s to be constant and equal to the iden­
tity element e in (?, then the conclusion asserts that any two bundles 
having the same coordinate transformations are equivalent. Thus 
the bundle constructed in §3.2 is unique up to an equivalence.

In §2.8 we have a necessary and sufficient condition for the equiva­
lence of two bundles expressed solely in terms of their coordinate 
transformations, i f  we take these as defining an equivalence relation



among the systems of coordinate transformations in X  with group (?, we 
obtain the following result:

3.3. T h e o r e m . The operation of assigning to each bundle with base 
space X , fibre Y, and group G the system of its coordinate transformations 
sets up a 1 - 1  correspondence between equivalence classes of bundles and 
equivalence classes of systems of coordinate transformations.

It is to be observed that this result reduces the problem of classify­
ing bundles to that of classifying Coordinate transformations. In 
the latter problem, only the space X  and the topological group G are 
involved; the fibre Y  plays no role.

3.4. Examples. The construction of some of the examples of §1 can 
now be clarified in terms of coordinate transformations. In all of the 
examples §1.3, §1.4, and §1.5, the base space X  is a circle and G is a 
cyclic group of order 2. Cover X  by two open sets Vi and V 2 each of 
which is an open arc. Then Vi V 2 is the union of two disjoint open 
arcs U and W. Define gizix) to be e in G if x e U , and to be the non­
trivial element of G if x e W. Defining gu — g22 =  e, and <721 =  (012)”1, 
we have a system of coordinate transformations in X.  By allowing G 
to operate on various fibres, we obtain from §3.2 corresponding bundles. 
The examples §1.3, §1.4 and §1.5 are three such.

3.5. The definition of coordinate transformations in §3.1 and the 
bundle construction of §3.2 is nothing more than a clarification of the 
definition of bundle given by Whitney in [103] for the special case of 
sphere bundles over complexes. In Whitney’s scheme, the coordinate 
transformations are defined for incident simplexes. The bundle is 
constructed by forming the product of each simplex with the fibre 
and then assembling these products according to the coordinate 
transformations.

§4. T h e  P r o d u c t  Bu n d l e

4.1. A coordinate bundle is called a product bundle if there is just 
one coordinate neighborhood V = X,  and the group G consists of 
the identity element e alone.

T h e o r e m . I f  the group of a bundle consists of the identity element 
alone, then the bundle is equivalent to a product bundle.

This is a trivial application of §2.8. One defines the functions 
gkj = e, and then (19) and (20) must hold.

4.2. Enlarging the group of a bundle. Let H be a closed subgroup 
of the topological group G. If (B is a bundle with group H y the same 
coordinate neighborhoods, and the same coordinate transformations, 
altered only by regarding their values as belonging to (?, define a new 
bundle called the G-image of CB.

In this definition a bundle is regarded as just the collection consist­



ing of the base space, group, and coordinate transformations (see §3.3). 
If H  operates on a fibre F, it may or may not occur that G operates on 
F or even that such operations can be defined.

If two iJ-bundles are equivalent, it is clear that their (?-images are 
also equivalent. The operation therefore maps equivalences, classes 
into such.

Let H  and K  be two closed subgroups of 6 , and let (B,(B' be bundles 
having the same base space and the groups H , K  respectively. We 
say that (B,(B' are equivalent in G (or G-equivalent) if the G-images of (B 
and (B' are equivalent.

As a special case, let K  be the subgroup of G consisting of the iden­
tity element alone. Then (B' is equivalent to the product bundle. In 
this case we say that the H-bundle (B is G-equivalent to the product bundle.

4.3. Equivalence theorem. Let (B be a bundle with group H and 
coordinate transformations {^} .  Let H be a subgroup of G. Then (B is 
G-equivalent to the product bundle if  and only if  there exist maps X;: Vj 
—> G such that

gjiix) = \ j (x )  Xi(x)-1, x  e V% C\ Vj.

Let (B' be the bundle having the same coordinate neighborhoods 
as (B, but with group consisting of the identity element so that all 
g3i =  1. The result follows now from §2.10.

The statement that a bundle is equivalent to the product bundle 
means, as stated in §4.1, that its group consists of the identity. We 
shall allow ourselves to say that a bundle with group G (not the identity) 
is equivalent to the product bundle, and mean thereby that it is G-equiva- 
lent to the product bundle. The expression “ simple bundle” is used 
for this in the literature.

4.4. An example may clarify the definitions. Let (B denote the 
twisted torus, §1.5, defined explicitly in §3.4. Denote the group of (B 
by H (a cyclic group of order 2). This bundle is not H-equivalent to the 
product bundle. This is proved using §4.3. For suppose Xi,X2 exist as 
in §4.3. Since F i ,F 2 are connected sets, and H  consists of 2 elements, 
the X’s must each be constant. Taking x in U, we find X1X71 =  e, tak­
ing x in W } we find X1X71 5* e.

Now let G be the full group of rotations of the circle F. Then H  
is a subgroup of G. We assert that <B is G-equivalent to the product bun­
dle. Define Xi(IF) to be the 180° rotation of F, Xi(C7) =  e, and extend 
continuously over the rest of V\ to obtain an arG in G joining these two 
rotations. Define X2(F 2) =  e. Then gi2 =  XiX 1̂.

Thus the twisted torus is not a product bundle, but is equivalent 
to the product bundle in the full group of rotations.

Consider now the Mobius band or Klein bottle (§1.3, §1.4). The



base space, group, and coordinate transformations are the same as for 
the twisted torus. If we ignore the fibre, and use the above imbedding 
of H in the connected group G, then this bundle is G-equivalent to the 
product. However the imbedding of H  in G does not conform to any 
prescription of the operations of G on the fibre.

In general, it is not very significant to consider equivalence of bun­
dles in a larger group unless this group is also a group of homeomorph­
isms of the common fibre.

§5. T h e  E h r e s m a n n -F eld ba u  D e f in it io n  of B u n d l e

5.1. We have remarked earlier the need for a direct definition of 
fibre bundle— one which avoids coordinate functions and equivalence 
classes. Ehresmann and Feldbau [22] have proposed such a definition. 
It does not agree with the one we are using. In this article we discuss 
their definition and the differences.

5.2. Definition. A bundle, in the sense of Ehresmann-Feldbau 
(briefly, an E-F bundle), consists of B, p, X , and Y  as usual. In addi­
tion there is given a group G (not topologized) of homeomorphisms of 
F, and for each x a family of homeomorphisms Gx of Y  into Y x such 
that (i) £,£' e Gx implies £-1£' e G, and (ii) £ eG x, g sG  implies £<7 e Gx. 
Finally, for each x, there exists a neighborhood V of x and a homeo­
morphism 4>: V X Y  —» p- 1(F) such that p<t>(x,y) =  x, and <j>x eG x
for each x.

Two such bundles (B,(B', having the same base space, fibre, and 
group, are equivalent if there is a homeomorphism h : B —» B f which
maps Yx into F' in such a way that £ e Gx implies A£ e G'.

5.3. Relations with coordinate bundles. If £ e G x, the operation 
g — > £<7 clearly defines a 1-1 map of G onto Gx. Thus, if one knows G 
and a single element of Gx the entire family can be constructed. In a 
coordinate bundle, such an element of Gx is provided by 4>j,* if  ̂ e Vj. 
Thus a coordinate bundle determines uniquely an E-F bundle. It is 
easily verified that equivalent coordinate bundles determine equivalent 
E-F bundles.

The essential feature of this passage from coordinate bundles 
to E-F bundles is the dropping of the topology of G. There may be 
various topologies of G under which a given set of coordinate trans­
formations are continuous. Two such topologies provide inequivalent 
coordinate bundles. But all such yield the same E-F bundle. It 
follows that our fibre bundle is a somewhat more definitive notion than 
the E-F bundle. The inclusion of the topology of G in the structure of 
the bundle is not just excess baggage. It will play a very important 
role in later work, especially in the classification theorems.



It would appear from this that the E-F bundle is inadequate. This 
is far from true. To see this, consider the reverse process of trying 
to assign a coordinate bundle to an E-F bundle. The existence of 
product representations enables us to choose coordinate neighbor­
hoods and coordinate functions. Then the coordinate transformations 
are defined. It remains to select a topolo’gy in G in which they are 
continuous. Also G must be a topological transformation group of F. 
For suitably restricted Y  and G this can always be done by assigning 
to G the “ compact-open” topology defined as follows (see [33]).

5.4. The compac1>open topology. If U C  Y  is open and C C  Y  is 
compact, let W(C , U) be the set of g e G such that g-C C  U. The total­
ity of sets W  (C, XJ) are taken as a subbase for the open sets of G (form 
arbitrary unions of finite intersections of sets W (C, U) ) . The resulting 
topology in G is called the compact-open topology (abbreviated: C-0  
topology). It is easily proved that, if Y  is a Hausdorff space, so also 
is G.

I f  G has the C-0 topology, then the continuity of the coordinate func­
tions fcjfo implies the continuity of ga{x) =

To prove this, suppose ga(x0) is in W(C,U). The set Z =  Vj 
X U) in Vi X Y  is clearly open. If y e C, then ga(xf)-y e U . Since

<t>i(%o,y) =  <t>j(xo,gji(xo)-y),

it follows that {x^y) e Z. Thus the open set Z contains the compact 
set x0 X C. By a standard argument, there exists a neighborhood N  of 
xo such that N  X C C  Z. We can suppose that N  C  Vj. If x s N  
and y  e C, then

<t>i(x,y) =  4>s(p,gji(pyy) e<l>j(Vj X U).

But this implies that gn{x)-y e U. Therefore ga(x) eW((7,l7), and 
continuity of ga at x0 follows.

I f  G has the C-0 topology, and Y is regular and locally-compactj then 
the natural maps G X G —> G and G X Y —> Y are continuous.

Suppose gxg2 e W(C,U). Then gxg2'C C  U9 or grC  C  and 
the latter set is open. Since F is regular and locally-compact, there 
exists an open set V  of F such that grC  C  V, V C  g^'U, and V  is 
compact. If g[ e W(VjU)  and gf2 e W(C,V), it follows that g[gf2 e 
W(C,U). Thus W (V,U)  and W(C,V ) are neighborhoods of gx and g2



whose product lies in W (C,U ). This implies that G X G - + G  is 
continuous.

Suppose now that g0-y0 e U (open). Since Y  is regular and locally- 
compact, there is a neighborhood V  of y 0 such that V  is compact 
and V C  g«KU. Hence g0 e W (V fU). If g & W(V,U) and y e V, it 
follows that g-y e U. This implies that G X Y  —> Y  is continuous.

I f  G has the C-0 topology and Y is compact Hausdorff, then the map 
G —> G which sends g into g~~l is continuous.

Suppose g^1 e W(C,U). This implies that C C  go'U or Y — C 3  
go’(Y  — U). Then Y — U is compact, Y  — C is open, and g0 e 
W (Y  -  U, Y  -  C). If g e W (Y  - 1 7 ,  Y  — C), it follows quickly 
that gr*1 e IF(C, U ) ; and the result is proved.

The restriction that Y  be compact, for this last result, can be 
relaxed if the group G is restricted to being an equi-continuous family 
of homeomorphisms.

5.5. It appears from these results that the C -0 topology has all the 
desired features. Given an E-F bundle in which Y  is compact-Haus- 
dorff, we have only to assign to G the C-0 topology, select a family of 
coordinate functions, and then we have a coordinate bundle. The 
same is true if Y  is regular and locally-compact, and G is suitably 
restricted. Furthermore this mapping of E-F bundles into coordinate 
bundles preserves equivalence.

For most bundles that arise in practice, such as sphere-bundles, 
tensor bundles over manifolds, and coset spaces of Lie groups, the con­
ditions on Y,G are satisfied, and G has a natural topology which coin­
cides with the C -0 topology. For all such, the E-F definition of bundle 
is essentially equivalent to the one we are using.

When F is locally compact (but not compact) and G is unrestricted, 
the C-0 topology fails only in the continutiy of g~l. It is to be 
remarked that a modification of the C -0 topology given by Arens [2] 
eliminates this defect.

Recently, Ehresmann [29] has introduced a definition of fibre 
bundle in which the topology of G plays a role. This definition is 
equivalent to ours. It has the advantage of being invariant in form. 
The associated principal bundle (§8) is regarded as a part of the struc­
ture of the original bundle.

§6. D iffer en tiable  M a n ifo l d s  a n d  Te n s o r  Bu n d l e s

6.1. Coordinate systems in a manifold. An n-dimensional manifold 
(or .n-manifold) is a topological space in which each point has a



neighborhood homeomorphic to some open set in cartesian n-space. 
We shall restrict attention to manifolds which are separable, metric, 
and connected.

A system S of differentiable coordinates in an n-manifold X  is an 
indexed family {Vj,j e J]  of open sets covering X,  and, for each j, a 
homeomorphism

Ej —> F y ,

where Ej  is an open set in cartesian n-space, such that the map

(1) K W i r W d - ^ ^ V i C W f ) ,  ije-J ,

is differentiable. If each such map has continuous derivatives of order 
r, then S  is said to be of class r. If S  is of class r for each r, then S  is 
said to be of class oo. If each such map is analytic, then S  is said to be 
analytic or of class co.

If S,S' are two systems of coordinates in X  of class r they are said to 
be r-equivalent if the composite families {Fy.F*}, ■{fcsl'k} form a system  
of class r. A differentiable n-manifold X  of class r is an n-manifold X  
together with an r-equivalence class of systems of coordinates in X.

Let X jX '  be differentiable manifolds of dimensions n,n', and of 
classes ^  r. A map /:  X  —» X f is said to be of class r if there exist 
representative systems of coordinates S and S' such that, for j  e J, 
k e J', the map

t i n * .  * 7 \ V i r \ f - w ,k) - * E ’k
has continuous derivatives to the order r. Clearly, if this is true of one 
such pair S,S'} it will be true of any other.

6.2. The linear group. Denote by Ln the group of non-singular, 
real n X n-matrices. If the elements of a matrix are regarded as the 
coordinates of a point in an n2-dimensional cartesian space, then L n is 
an open subset. The identity map ^ defines an analytic system S of 
coordinates in L n—just one neighborhood F  =  L n. Then L n together 
with the co-equivalence class of S  form an analytic differentiable mani­
fold. The operations in L n of multiplication and inverse are analytic 
in terms of S.

6.3. Jacobian matrices and orientability. Let S' be a system of 
coordinates of class r in the n-manifold X . If x e F» H  Fy, denote by 
ajt(x) the n X n-matrix of first partial derivatives of the functions (1) 
evaluated at i-e* the Jacobian matrix of (1). The equation

(2) akj(x)-aji(x) =  aki(x), x e Vi C\ 7y C\ V k

follows immediately from the function of a function rule for derivatives. 
If we set k =  i } it follows that aji(x) has ah inverse, and therefore it 
lies in Ln. Thus ay*: Fy—>Ln. Since the functions (1) are of



class r, their derivatives are of class r — 1. This implies that a# is 
a function of class r — 1.

A system S  of coordinates is called oriented if the determinant of 
a,ij(x) is positive for all i ,j  and x e V {C \  Fy. If S,Sf are oriented sys­
tems, it is easy to prove that the Jacobian matrices of have
determinants which are either positive for all i ,j  and x e Vi C\ F'-, or 
negative for all i ,j  and x e Vi Vj. We say that S  and S' are posi­
tively or negatively related accordingly. It follows that the oriented 
systems divide into two classes, those within the same class are posi­
tively related, two in different classes are negatively related. Each 
class is called an orientation of X.  If X  admits an oriented system, it is 
said to be orientable; in this case it has two orientations.

The simplest example of a non-orientable manifold is the Mobius 
band (1.3) with its edge removed.

6.4. Tensor bundles. Let G be a topological transformation group 
of a space Y, and let h : L n—>G be a continuous homomorphism. 
Define gji(x) =  haji(x). It follows from (2) that the set {</;, } is a system  
of coordinate transformations in X  as defined in §3.1. By §3.2, there is 
a bundle (B with base space X , fibre F, group G, and these coordinate 
transformations; and by §3.3, (B is unique up to an equivalence. This 
bundle is called the tensor bundle of type h over the differentiable mani­
fold X.

A cross-section of a tensor bundle of type h is called a tensor field 
over X  of type h.

If G is a Lie group it is well known that h: L n—► G is analytic
[12]. This implies that the g# are of class r — 1. Suppose moreover 
that Y  is a differentiable manifold of class ^  r — 1 and that (? X F —> F  
has class ^  r — 1. Then gji(x)-y is a function of class r — 1 in (x,y). 
In this case, the tensor bundle space B becomes a differentiable mani­
fold of class r — 1 using, as coordinates in B , maps \f/ ' : Ej X E  —> B of
the form $'(u,v) =  <l>jtyj(u),\l/(v)) where E W  is a coordinate 
neighborhood in F. It follows quickly that p: B —» X  and p3\ 
P- 1(^y) Y  are functions of class r — 1.

The preceding definitions of tensor and tensor field are essentially 
equivalent to the classical definitions. The novelty of our treatment 
lies in the assignment of a topology to the set of tensors (of a prescribed 
type) at the various points of X . This is done in such a way as to form 
a bundle space under the natural projection into X.  In most applica­
tions, F  is a linear space and G is a linear group; hence B is a differ­
entiable manifold. The advantage of our approach is that a tensor field 
becomes a function in the ordinary sense. Its continuity and differ­
entiability need not be given special definitions. A full discussion of



the classical point of view is given in the books of Veblen and White­
head [95, 96].

6.5. Examples of tensor bundles. It is perhaps worthwhile to 
consider some of the standard examples of tensor bundles. First, let 
F be the real number system and G equal the identity. Then (B is 
called the bundle of absolute scalars over X.  Of course B = X  X T.

Again, let Y  be the real numbers, and G the 1-dimensional linear 
group. Let w be a positive integer, and define h(a) to be the determi­
nant of a raised to the power w. Then h : Ln —> G. The resulting 
bundle is called the bundle of relative scalars over X  of weight w. When 
w =  1 they are called scalar densities. It will follow from the results of 
§12 that: if  w is even, (B is equivalent to the product X  X Y; if  w is odd, 
it is equivalent to the product if  and only if  X  is an orientable manifold. 
In particular, the scalar densities over the projective plane do not 
form a product space.

Let Y  be n-dimensional real linear space: y =  (y1, • • • , y n). For 
any a eL„, a =  \\a%\\, define (a-yY  =  (summation on repeated 
indices). This is the standard representation of L n as the group of 
linear transformations of n-space. The resulting bundle is called the 
tangent bundle of X  or bundle of contravariant vectors on I .  The 
system of coordinates constructed for B in §6.4 is made up of maps^': 
Ej X Y B defined by $(u,y)  =  If b e p -^ F .-n  Fy),
then the Jacobian matrix g^b) of is defined. Direct computa­
tion shows that the determinant of the 2n X 2n-matrix g^Q)) is the 
square of the determinant of gji(p(b)). Thus, the former is always 
positive. But this means that the space B of the tangent bundle is 
always orientable even though X  is not. It is an easy exercise to 
verify that, if the product I  X F  of two manifolds is orientable, then 
X  and Y  are orientable. This implies: the tangent bundle of a non- 
orientable manifold is never a product.

The reader may wish to verify that Ln, considered as a transforma­
tion group in F, has the compact-open topology (see §5.4).

Let h: L n —> L n send each matrix into the transpose of its inverse. 
Let F and the operations of L n in F  be as above. This choice of h 
yields the bundle of covariant tangent vectors of X .  It is shown in §12.11 
that the covariant and contravariant tangent bundles are equivalent.

For the general tensor bundle, contravariant of order s, covariant 
of order t, and weight w, the fibre F is a linear space of dimension n8+t. 
An element y  e F  has coordinates {y l̂'.’.ff) where a,, ft =  1, • • • , n. 
If a e Ln, then h (a) is the linear transformation of F given by



where d is the transpose inverse of a, and |a| is its determinant. It is 
easily verified that h maps L n isomorphically onto a subgroup G of the 
full linear group of F, and G is the group of the bundle.

Let (B be a bundle with fibre F, and let F' be a subspace of F  
mapped on itself by every transformation of the group G of (B (i.e. F' is 
invariant under (?). It follows that, for any i , j  and x e F* A  Fy, we 
have

< M n  =  4>u y ').

Let B f C  B denote the union of the subspaces fa,x(Y f) for all i  and 
x e Vi. It is easily proved that the functions fa restricted to Vi X F' 
define a bundle structure (B' in B' having the fibre F', and the same 
coordinate neighborhoods and coordinate transformations as (B. We 
refer to (B' as the subbundle of <B determined by the invariant subspace 
F' of F. If (? does not operate effectively in F', the group of (B' is a 
factor group of G.

For example, if F is the space of covariant tensors of order ty 
and h : L n —> G is as above, then the subspace F' of tensors which are 
skew-symmetric is invariant under G. The same is true of the space of 
symmetric tensors.

In the case of contravariant vectors, F' =  the zero vector in F  is 
invariant under L n. Then B' is homeomorphic to X  under the projec­
tion p. Thus B' C  B provides a cross-section of the tangent bundle. 
The set F" of non-zero vectors in F  is likewise invariant, and B " is the 
complement in B  of B r.

Consider now the fibre F  of covariant tensors of order 2. The 
subspace F' of symmetric, positive-definite elements is invariant under 
G, and determines a subbundle of the bundle of covariant tensors of 
order 2. A cross-section of the subbundle is just a Riemannian metric 
tensor in X.

6.6. Bundles of linear spaces. Let (B be a bundle in which the 
fibre F  is a vector space over the real numbers, and G is a group of 
linear transformations. Such a bundle we call a bundle of linear spaces. 
If 61,62 e Yx, x e Fy, and u}v are real numbers, define

(3) ubi +  vb2 =  fa,x(upj( 61) +  ypy(62)).

Since

fa,x(uPiQ>i) +  vpi(b2)) =  fa,xg3i(x)-(upi(bi) +  vpi(b2))
= fa,z(ugji(x)pi(bi) +  vgji(x)pi(b2))
= fa,x(upAbi) +  vpj( 62)), 

the definition is independent of the choice of the coordinate function fa.



Thus each Yx becomes a linear space. If f i  andf 2 are two cross-sections 
and u,v are real numbers define ufi +  vf2 by

From (3) above it follows that ufi +  vf2 is continuous in each V iy and 
therefore continuous over X. We conclude that the set of all cross- 
sections forms a vector space.

It is to be noted that most of the examples of tensor bundles are 
of this kind.

6.7. Differentiable approximations to a cross-section. The most 
important applications of the theory of bundles, developed in the 
sequel, are to differential geometry. In particular the existence or 
non-existence of cross-sections are determined for particular tensor 
bundles. The results are always in terms of the existence or non­
existence of continuous cross-sections. The differential geometer is 
interested in differentiable tensor fields. The following theorem is a 
general justification for the consideration of continuity alone in subse­
quent work.

Let ® be a bundle over the differentiable manifold X  such that 
B is a differentiable manifold, p is differentiable, and B , p, X, <£y, and pj 
have a class ^  r (r =  1, 2, • • • , oo). L et/: X  —> B be a continuous 
cross-section. We shall suppose that /  is differentiable of class ^ r on 
a closed subset A  of X.  This means that /  is of class >  r in some open 
set U of X  containing A . (The case of A  being vacuous is not 
excluded.) Finally, let p be a metric on B , and let e be a positive 
number.

T h e o r e m . Under the above hypotheses, there exists a differentiable 
cross-section f : X  —» B of class ^  r such that p(f(x),f(x)) <  efor each
x e X, and f ( x )  =  f(x) for x e A.

It should be emphasized that r ^  oo. The analytic case is unsolved. 
The main proof is preceded by several lemmas.

L em m a . Let D ,D r be two rectangular domains in cartesian n-space 
R defined by a* <  x <  bi, a'- <  x <  b[ (i =  1 , • • • , n) respectively and 
such that D f contains the closure of D. Then there exists a real-valued 
function g defined in R of class oo, and such that 0  ^  g(x) ^ I for all
xj d(x) =  1  f or x 8 A  and q(x) =   ̂f or x 8 R

For any interval [c,d] of real numbers let

(ufi +  vfi)( x) =  ufi(x) +  vf2(x).

x e [c,d], 

x not e [cyd\.



Then $  is of class oo, and ^ ^  0. Define

<t>cd(x) =  J* ypcd{x)dx j  f *  #cd(x)dx.

Then <£ is of class oo, 0 g  ^  1, 4>(x) =  0 for a; ^  c, and =  1 
for x ^  dt. If [a,b], [a',bf] are two intervals with a' <  a, b <  b', then, 
by piecing together two such functions as <£, we define

— I x =  b,
nKX) \ 1 -  4>w (x), x > b ,

and obtain a function h of class oo, 0 ^  h(x) ^  1, h(x) =  1 for x e [a}b] 
and h(x) =  0 for x outside [a',&']. Let hi be such a function for the 
intervals [ai}b[]. Then the product function

g(xi, • • • , &» )  = hi(xi) • • • hn(xn)

has the properties asserted in the lemma.
L e m m a . Let U be an open set in R with compact U, and let V be an 

open set containing U. Then there exists a real-valued function g defined 
in R of class oo such that 0 ^  g{x) ^  1 for all x, g{x) =  1 for x e [7, and 
g{x) =  0 for x e R — V.

As U is compact, we can choose a finite number D h • • • , D n of 
rectangular domains covering U such that the closure of each is in V. 
Let D\ be a rectangular domain containing D% and contained in V. Let
gi be a function for the pair IX,D' as asserted in the preceding lemma.
Define the function g by

1 -  9 =  (1 “  0i)(l  “  ff*) * ' ‘ (1 “  9m).

Then g is of class oo, 0 ^  g S  1, some gi{x) =  1 implies g{x) =  1, and 
every gi{x) =  0 implies g(x) =  0 . Thus g{x) =  1 for x e U D i} and 
g(x) =  0 for x outside U L>[.

L em m a . Let F be a real-valued continuous function defined in an open 
set W' in R , and of class ^  r in an open set U C  W'. Let U/JV/ 
be open sets such that Uf C  V V '  is compact and C  W \ Finally, let 8 be 
a positive number. Then there exists a real-valued continuous function F' 
defined in W' such that |F'{x) — F(x) | <  8 for all x e W', F' is of class 
^  r in U VJ U', and F'{x) =  F(x) for x in W f — V'.

By the Weierstrass approximation theorem, there is a polynomial 
G(x) such that \G(x) — ^0*01 <  5 for x e V'. By the preceding lemma 
there exists a function g of class oo such that 0 ^  g ^  1, g = 1 on U '



and g =  0 outside V'. Define

F'(x) =  g(x)G(x) +  (1 -  g(x))F{x), x e W'.

Then F' =  G on U' and F' =  F on W' -  V'. On V',

|F'(x) -  F(x)| =  |jf(*)||(?(*) -  F(*)| <  S.

Furthermore Fr is of class ^  r wherever F is of class ^  r, in particular, 
in U. Hence Fr is of class ^ r in U U  U \

We return now to the proof of the theorem. For each x e X, we 
can choose a j x such that x  e V3x, and a coordinate neighborhood E x C  
Y  such that PjJ(x)  e E x. S in ce/is continuous, there is a neighborhood 
Cx C Vjx of x  mapped into E x by pjJ. Let D x, contained in Cx, be the 
compact closure of a neighborhood of x.

Since X  is separable, metric, and locally-compact, there is a counta­
ble sequence of open sets {Pi} with compact closures whose union is X. 
Let Qj = U Pi for i  ^  /. Then {Q4 is a monotone increasing sequence 
of compact sets whose union is X. Construct now a third sequence of 
compact sets {Ri} such that Qi C  Ri and Ri C  the interior of P t+i. 
This is done inductively, suppose Pi, • • * , Rk are defined. Since 
Rk Qk+i is compact, there is a finite number of open sets covering it 
with compact closures. Let P^+i be the union of their closures. Let 
Si be the closure of Ri — R i-1. Then Si is compact, X  =  (J Si and Si H  
Sj =  0 if j  i — 1, i  or i  +  1. For each x  e Si there is a neighborhood 
Dx as above. By reducing the size of Dx we can insure that it does not 
meet Sj for /  7̂  i  — 1, i  or i  +  1. Choose a finite number of such D }s 
with interiors covering Si.  Do this for each i, and arrange the totality 
of these D ’s in a simple sequence {DXi}. Then the interiors of the D ’s 
cover X, and any D  intersects only a finite number of the other D ’s of 
the sequence. Abbreviate D Xi, CXiJ <j)Xi, E Xi by D if Cy, etc.

Define the sequence of compact sets A 0, A 1, • • * inductively by 
A 0 =  A, and A % =  Ai-iKJ Di. Then X  is the union of the interiors of 
the sets A{. We shall define a sequence of functions / 0, / 1, • • • such 
that

(i) fj(x) =  fi(x) for x e Ai if i  <  j,
(ii) p(jj{x),f{x)) <  e, x 8 X,
(iii) fj is of class ^  r on Ay,
(iv) pifj maps Di into Ei for all i  and /.

The sequence is constructed inductively. Define / 0 =  / .  Suppose f t 
defined for i  ^  Jp satisfying these conditions.

Since /* is of class ^  r on A&, by definition it is of class ^  r in 
some open set U D  Ah- Let D = Dk+i — U Dk+1. Then, by (iv),



Pk+ifk =  F maps D  into Ek+1. Choose an open set C such that D C  C 
and F(C) lies in Ek+1. Since D A k = 0, there are open sets U', F', 
TF' such that

D C  U7, U' C  F', V' C  TF', W' C C, TP H  A* = 0,

and F' is compact, and TF' meets only a finite number of the sets D». 
Since Ek+1 is a coordinate neighborhood the function F, restricted to 
TF', is given by real-valued components Fa(a =  1, • • • , dim F). We 
may apply the last lemma above to each component and obtain a func­
tion F': TF' —> Ek+i such that \F'a — Fa\ <  5 for each a, Fr is of class 
^  r in (17 C\ TF') \J  U' and Ff =  F in TF' -  F'. Define f k+i(x) =  f k(x) 
for x not in W r and =  (j>k+i(x,Ff(x)) for x in W f. Since W f C\ A k =  0 , 
condition (i) holds. Since <j)k+1 has class ^  r, and F' has class ^  r in 
(U r \  W') U  [/', it follows that/fc+i has class ^  r in U U  U', therefore
(iii) holds. Condition (ii) holds for /*; by restricting the size of 5 it 
will clearly hold for f k+i. The same is true for condition (iv ); but here 
we must remark that, since f k+i differs from /* only in F', and F' meets 
only a finite number of the sets A , we need impose only a finite number 
of restrictions on 5 to achieve (iv).

Assuming the sequence {fk\ constructed, define f'(x) =  fi(x) for 
x e A x. Then, by (i), / '  is uniquely defined for each x. By (ii), 
p(f(x), f(x)) <  e. By (iii), fi is of class ^  r on the interior of Ai, the 
same therefore holds for/'. But X  is the union of the interiors of the 
sets Ai. S o / '  is of class ^  r over all of X.  Finally f ( x )  — fo(x) =  
f(x) for x c A 0 = A.

6.8. Much that has been said in this article carries over to the 
case of complex analytic manifolds. One is naturally restricted to 
fibres Y  and groups G which are complex analytic. The preceding 
approximation theorem is of no interest in the complex case since 
analyticity is not established.

§7. Facto r  Spac es of Gr o u p s

7.1. Definition of factor space. Let B be a topological group and 
let G be a closed subgroup of B. A left coset of G in B is a set of the 
form b G. Any such set is closed, and any two such either coincide or 
have no point in common. Let B/G  denote the set whose elements are 
the left cosets of G in B. Define the natural map

p: B —>B/G  by p(b) =  b'G.

A subset U of B/G  is said to be open if p~l{TJ) is an open set of B. 
It is readily verified that these open sets define a topology in B/G. The 
set B/G  with this topology is called the factor space {or coset space) of B



by G. Clearly p  is continuous by definition, and the topology of B/G  is 
maximal with respect to this property.

If U is an open set in B, then p~xp(U)  =  U G  (i.e. the set of products 
ug). But this set is open in B. Therefore p(U)  is open in B/G) and p 
is an interior map. If x,xf are distinct points of B/Gj choose b e p~x(x), 
b' e p ~ x(xf). Then b~xbr is not in G. Let IT be a neighborhood of 
b~xbf with W C\ G =  0 . Let U9V  be neighborhoods of b,b' respectively 
such that U~UV  C  W. Then p(U), p(V)  are neighborhoods of x,x'. 
They have no common point. For if x" is such a point and p(b") =  x", 
there are elements g,gr e G such that bng e U and b"g' e V. This 
implies (b"g)~lQ)"g') =  g~lg' e IT which is impossible. Thus B/G is a 
Hausdorff space.

Notice that the transformation B —> B, sending each b into its 
inverse, maps each left coset of G into a right coset and conversely. 
This induces a homeomorphism between the left and right coset spaces, 
so all results for left coset spaces hold equally for right coset spaces.

7.2. Translations of factor spaces. If x e B/G  and b e B, define the 
left translation of x by b by

( 1 )  b ‘X  = p(b-p~x(x)).

It is readily proved that (bib2)'X =  bim(brx) so that B is a group of 
transformations of B/G  under the operation (1). Clearly, B is transi­
tive (i.e. for any pair x,xr, there is a b e B such that b-x =  xr).

If U is open in B/G, then p~l(U), b-p~l{U), and p(b'P~l(U)) are 
also open. Therefore b'U is open. Thus B  is a group of homeomor- 
phisms of B/G.

Define Go to be the intersection of all the subgroups bGb~x conjugate 
to G in B. Then Go is a closed invariant subgroup of B, and it is the 
largest subgroup of G which is invariant in B. If g e Go, then

gbG =  b(b-xgb)G =  bG.

Thus each element of Go acts as the identity transformation in B/G. 
Conversely, if cbG =  bG for every b, then cb sbG  or c e bGb~x for every 
b. Hence c e G0. Thus the factor group B/Go acts effectively in B/G. 
Let po: B —> B/Go be the natural map.

Suppose now that h e B/Go, x e B/G  and h-x lies in the open set U. 
Choose b ie p ^ Q i) ,  b e p ~ x(x). Then b ib e p ~ l(U) =  XJr. Choose 
neighborhoods V’ and IT' of b\,b respectively such that T'-IT' C  W. 
Since p,po are interior maps, V =  p o(T'), IT =  p(W') are neighbor­
hoods of h,x respectively. It follows quickly that h' e V, x' e W  
implies h'-xf e U. This proves that B/Go is a topological transformation 
group of B/G.



7.3. Transitive groups. Conversely, suppose we are given that B is 
a transitive topological transformation group of X. Choose a base 
point #o e X. Define p': B —> X  by p'(b) =  b-x0. It is clear that pf 
is continuous. Let G be the subgroup of elements of B which map x0 
into itself. Then G is a closed subgroup, and, for each x e X, p f~l {x) 
is a left coset of G in B. This defines a unique 1-1 map q : B/(? —> X  
such that qp{b) — p'{b) for all b. If U is open in X, p'~l (U) is open in 
B . This latter set coincides with Hence q~l(U) is open in 
B/G. It follows that q is continuous.

In general, q~l is not continuous. There are circumstances under 
which q~l is continuous and which occur frequently. For example, if 
B is compact, so also is B/G) and one can apply the well-known result 
that a continuous 1-1 map of a compact Hausdorff space onto a Haus­
dorff space is a homeomorphism.

Suppose q~~l is continuous. If U is open in B, it follows that 
p'(U) =  qp(U) is open in X.  Hence p' is an interior map. Con­
versely, if p ' is interior, and V is open in B/G, we have q(V) =  p'p^CV) 
is open in X.  This means that q~x is continuous. Summarizing we 
have the

T h e o r e m . I f  B is compact, or if  p r: B —> X  is an interior map,
then the natural map q: B /G  —» X  is a homeomorphism, and the maps p' 
and p: B  —> B/G are topologically equivalent.

If pf maps a neighborhood of e onto a neighborhood of x0, it follows 
from the homogeneity of p r that it is an interior map.

7.4. The bundle structure theorem. We desire to prove that B is a 
bundle over B/G  with respect to the projection p. Or, more generally, 
if H  is a closed subgroup of G and p: B /H  —» B/G  assigns to each coset 
of H  the coset of G which contains it, then B /H  is a bundle over B/G  
with projection p. It is an unsolved problem whether this is always 
the case. Some mild restriction seems to be necessary.

Let G be a closed subgroup of B. Then G is a point x0 e B/G. A 
local cross-section of G in B is a function /  mapping a neighborhood V 
of xo continuously into B and such that pf(x) =  x for each x e V. If B 
is a bundle over B/G , it is clear that such an /  must exist.

T h e o r e m . I f  the closed subgroup G of B admits a local cross-section f, 
if  H is a closed subgroup  ̂of G, and p: B /H  —> B/G, is the map induced 
by the inclusion of cosets, then we can assign a bundle structure to B /H  rela­
tive to p. The fibre of the bundle is G/H, and the group of the bundle is 
G /H o acting in G/H as left translations where H 0 is the largest subgroup of 
H invariant in G. Furthermore, any two cross-sections lead to strictly 
equivalent bundles. Finally, the left translations of B /H  by elements 
of B are bundle mappings of this bundle onto itself.



Taking H = e, we have the
C o r o l l a r y . I f  G has a local cross-section in B , then B is a fibre 

bundle over B /G relative to the projection p which assigns to each b the 
coset bG. The fibre of the bundle is G and the group is G acting on the 
fibre by left translations.

Introduce the natural maps:

B
P i /  \ P 2

B /H  -> B/G  
V

As observed in §7.1, pi and p 2 are continuous maps. If U is open in 
B/G , then, by definition, p ^ iU )  is open in B. Since ppi  =  p2, we 
have Pzl(U) — P l lp~l{U)- This means that p-1(^ ) is open in B /H f 
and, therefore, p is continuous. It is clear that G/H  C  B /H  and 
p(G/H)  = x q . We will denote elements of G/H  by y  and elements of 
B /H  by z.

We construct the coordinate bundle as follows. The indexing set J  
is just the set B. For each b s B, define the coordinate neighborhood 
Vb in B/G  by Vb =  b-V ( /  is defined on V). Define f h: Vb- * B b y
fb{x) =  bf{b~l'x). Then f b is continuous, and P2fb(x) =  x. For any 
x e V b and y e G/H  define the coordinate function <f>b by

(1) <t>b{x,y) =  fb(x)-y.

As proved in §7.2, left translation of B /H  by an element of B is con­
tinuous in both variables. Therefore <j>b is continuous in (x,y). Since 
Pi maps G onto G /H , we can choose g eG  so that pi(g) = y. Then 
Pi(fb(x)g) = f b(x)-y and Pi(fb(x)g) =  P2/&O) =  x. Since ppi =  p2, it 
follows that p<t>b{x,y) = x.

Define ph: p ~ \ V b) G/H  by

(2) Pb(z) =  Ub(p ( z ) ) ] - Uz.

Clearly pb is continuous, pb<t>b(x,y) — y , and <t>b(p(z),pb(z)) =  z . The 
existence of the continuous maps p and pb with these properties shows 
that <i>b maps Vb X G/H  homeomorphically onto p- 1(F&).

Now suppose x e V b r \  Vc, then

Pc4>b(x}y)  =  f c (x ) - l '[fb(x)-y\
=  [fc(x)~lf b( x ) \ y

is a left translation of y by the element

(3) gCb(x) =  f c W - ' M x ) .



Since p2/ c =  v4 h  Qci{x) lies in G. The continuity of / c,/& and of inverses 
implies the continuity of gCb-

As observed in §7.2, the group which operates effectively in G /H  
is G/Ho.  The image of gCb under the natural map G —> G /H 0 is the 
coordinate transformation in Vb V c, This completes the construc­
tion of the coordinate bundle.

Now let / ,/ '  be two local cross-sections defined in neighborhoods 
V,V' of x 0. Define V 'b, f h, 4>'by p b as above using / ' ,F ' instead of / ,7 .  
Then

9 c b (x )-y  =  4>'c7x<t>b,x( y )  =  p'c<t>b{x,y)

= lf:(x)}-uMx)-y, x e V b r \ v ' c.

Since f c(x)  and f b(x)  both lie in the left coset of G over x ) gCb(x) =  
f d x y ' M x )  is in G. It is clearly continuous. Therefore, by §2.4, the 
two bundle structures based on /  and / '  are equivalent.

To prove the last statement, let b i e B .  Left translation of B  
by bi does not disturb the inclusion relations among left cosets of G and 
H . Therefore &rp(z) =  p{b\'z)  for each z e B / H ,  Let

x  e Vby x f =  bi-x e V cy y  e G /H ,

Then the mapping transformation gCb{x) is given by

g c b ( x ) - y  =  =  f c ( x ' )~ ' 1b i f h ( x ) - y .

Hence gCb(x) is the image in G /H tl of the element f c ix '^ b j i ix )  of G. 
Since the latter is continuous in x,  so also is the former. Having veri­
fied the conditions of §2.5, 6i is a bundle mapping.

R e m a r k . In the special case H  — e, we have, by §4.3 and the 
form of (3), that the R-image of the constructed bundle is a product 
bundle. Note that B  is not a transformation group of G, However we 
do have that G operates on B  by left translations, and the bundle over 
B /G  with fibre B  associated with B  —> B /G  (see §9.1) is R-equivalent 
to a product.

7.5. Lie groups. A Lie group B  is a topological group and a dif­
ferentiable manifold of class 1 in which the operation B  X B  —> B  given 
by (b,b') bb' and the operation B  —> B  given by b —> 6”1 are dif­
ferentiable maps of class 1. It is a standard theorem of Lie theory 
that B  is differentiably equivalent to an analytic manifold in which the 
two operations are analytic.

A Lie group may have more than one connected component. But 
each component is an open set.

It is proved also [Chevalley; 12, p. 135] that any closed subgroup G 
of B  is itself a Lie group and the inclusion map G C  B  is analytic and



non-singular. Furthermore, an analytic structure is defined in the left 
coset space B/G  in such a way that the projection p: B  —> B/G  is 
analytic and of maximum rank at each point of B. A central step in 
this process is the construction of a local cross-section of G in B [Chev- 
alley, 12, Proposition 1, p. 110]. Consequently, the bundle structure 
theorem of §7.4 applies to any Lie group B and any closed subgroup G of B.

Since all of the examples of topological groups considered in subse­
quent sections are Lie groups, the bundle structure theorem will be 
used without further comment. In every case, though, the construc­
tion of an explicit local cross-section is a simple matter.

The problem has not been solved of determining the most general 
conditions on B and G for the existence of a local cross-section. Glea­
son [37] has shown the existence when G is a compact Lie group and B is 
an arbitrary group. An unpublished example of Hanner provides a 
compact abelian group of infinite dimension and a closed 0-dimensional 
subgroup without a local cross-section. It seems probable that the 
local cross-section will always exist when B is compact and finite 
dimensional. (See App. sect. 1.)

7.6. Orthogonal groups.- We shall consider a number of examples 
of factor spaces of groups.

Let On denote the real orthogonal group of transformations in 
euclidean n-space En. It is a transitive group on the unit (n — 1)- 
sphere aS”-1. If Xo e Sn_1, the subgroup leaving xo fixed is just an 
orthogonal group On- 1. By §7.3, we may make the identification

S ”- 1 =  O j O n - 1 ,

and, by §7.4, On is a bundle over /Sn_1 with fibre and group On-i.
7.7. Stiefel manifolds. A k-frame, vk, in En is an ordered set of k 

independent vectors. Let L n be the full linear group. Any fixed 
k-frame v\ can be transformed into any other vk by an element of Ln. 
Let Vfn>k denote the set of all ft-frames, and let L n,k be the subgroup of L n 
leaving fixed each vector of v\. Then we may identify

^  L n/ L n,k-

The coset space on the right is a manifold with an analytic structure. 
We assign this structure to V'ntk. The space V'ntk is called the Stiefel 
manifold [91] of k-frames in n-space.

If we restrict attention to fc-frames in which the vectors are.of unit 
length and pairwise orthogonal (briefly: an orthogonal k-frame) , the 
set of these, V n,k, is a subspace of V'ntk. The group On maps Vn,k on 
itself, and is transitive. The subgroup leaving fixed a v\ is just the 
orthogonal group On-k operating in the space orthogonal to all the vec-



tors of vk0. Thus
Vn,k =  0 n/ 0 n-k-

If we translate any vh along its first vector to its end point on Sn~l we 
obtain a (k — l)-frame of vectors tangent at a point of /Sn_1. The 
process is clearly reversible. Thus we may interpret Vn,k as the mani­
fold of orthogonal (k — l)-frames tangent to Sn~l. In particular, when 
k =  2 ,  V n,2 i s  the manifold of unit tangent vectors on Sn~l. For another 
interpretatiQn, let Sk~x be the unit sphere in the plane of the vectors v\. 
An orthogonal map of Sk~l into Sn~l corresponds exactly to a map of vk0 
into another vk. Thus Vn,k is the manifold of ortfiogonal maps of Sk~l 
into £ n_1.

7.8. Let Vq be a fixed orthogonal n-frame in En, and let vk denote 
the first k vectors of v". Let 0 n-k be the subgroup leaving v\ fixed. 
Then 0 n-k D  0 n-k -1. Passing to the coset spaces by these subgroups 
and introducing the natural projections (inclusion of cosets) we obtain 
a chain of Stiefel manifolds and projections

Each projection or any composition of them is a bundle mapping. By 
the theorem 7.4, the fibre of V n,n-k+i V n,n-k is the coset space 
Ok/Ok-1 =  Sk~l and the group of the bundle is 0&.

Any bundle in which the fibre is a fc-sphere and the group is the 
orthogonal group is called a k-sphere bundle. Thus the Stiefel mani­
folds provide a chain of sphere bundles connecting 0 n and Sn~l.

Any orthogonal (n — 1)-frame in n-space can be completed to an 
orthogonal n-frame in just two ways by the addition of the nth vector. 
This corresponds to the fact that V n,n —> V n,n-i has a 0-sphere as fibre. 
This is not a double covering in the strict sense, V n,n — 0 n is a space 
having two connected components—the subgroup Rn of matrices of 
determinant + 1  (the rotation group of /Sn_1), and a second component 
of matrices of determinant — 1. Now Oi is a group of two elements and 
the determinant of the non-trivial element is —1. Therefore Vn,n—> 
V n,n-i maps each component of 0 n topologically onto V n,n-1. Thus we 
may identify V n,n-1 with the rotation group R n of Sn~l. Therefore 
the projection 0 n —> V n,k maps Rn onto V n,k- This leads to the 
identification

A bundle in which the fibre is a sphere and the group is the rotation 
group is called an orientable sphere bundle. It follows from the above 
remarks that V n,n-k~ > V r,n-k -1 is an orientable fc-sphere bundle.

k <  n.



7.9. Grassmann manifolds. Let M n,k denote the set of fc-dimen- 
sional linear subspaces (fc-planes through the origin) of En. Any ele­
ment of On carries a &-plane into a ft-plane, and, in fact, 0 n is transitive 
on M n,k- If Ek is a fixed fc-plane and En~k is its orthogonal comple­
ment, the subgroup of 0 n mapping'!?* on itself splits up into the direct 
product Ok X 0 rn_k of two orthogonal subgroups the first of which 
leaves En~~k pointwise fixed and the second leaves Ek pointwise fixed. 
It follows that we may identify

M n>k =  On/Ok X OL*.

The set M n,k with this structure as an analytic manifold is called the 
Grassmann manifold of k-planes in n-space.

One of the subgroups OkjO'n__k contains an element of determinant 
— 1, therefore the projection 0 n—> M n,k maps the rotation group Rn 
onto M n,k. Let Rk and R'n_k be the rotation subgroups of 0k,0'n_k. 
Define

Mn,k =  Rn/Rk X Rn—k’

Then M n,k is called the manifold of oriented k-planes of n-space. The 
natural projection M n,k —> M n,k is a 2-fold covering (both spaces are 
connected and the fibre is a 0-sphere).

If we identify the Stiefel manifold F„,& with 0 n/ 0 fn_k it follows that 
Vn,k is a bundle over M n,k with fibre and group Ok- Passing to rotation 
groups, we obtain that Vn,k is a bundle over M n,k with fibre Rk-

The correspondence between any &-plane and its orthogonal 
(n — A;)-plane sets up a 1-1 correspondence M n,k *-> M n>n-k- The space 
of lines through the origin, M n,i, or pairs of antipodal points on S n_1, is 
just projective (n — l)-space; and M n,i =  8 n~l.

7.10. Unitary groups. The unitary group Un operating in complex 
n-space is also transitive on the unit (2n — 1)-sphere. As in the real 
case,

S ^ - l  =  UnfUn-l.

A series of bundles, analogous to those formed from On) can be con­
structed for Un- A similar construction can be given for the symplectic 
group (see §20).

§8. T h e  P rincipal  Bu n d l e  a n d  t h e  P rincipal  M a p

8.1. The associated principal bundle. A bundle (B =  {B,p,X,Y,G} 
is called a principal bundle if F* =  G and G operates on Y  by left 
translations.

A slightly broader definition is that G is simply-transitive on Y  and 
the mapping G —> Y  given by g •—> g-yo (y0 fixed) is an interior map­



ping. Then G is homeomorphic to F, and the operations of G in F  
correspond to left translations in G.

If B is a Lie group and G is a closed subgroup, the bundle structure 
given, in §7.4, to p: B —» B/G  is that of a principal bundle.

Let (B =  {B,p,X,Y,G} be an arbitrary bundle. The associated 
principal bundle <5 of (B is the bundle given by the construction theorem 
3.2 using the same base space X, the same {Vj} the same {ga) , and the 
same group G as for (B but replacing F by G and allowing G to operate on 
itself by left translations.

The concept of the associated principal bundle is due to Ehresmann
[21], and also the general notion of associated bundles (§9).

8.2. Equivalence theorem. Two bundles having the same base space, 
fibre and group are equivalent if  and only if  their associated principal 
bundles are equivalent.

This is an immediate consequence of §2.8 which states that equiva­
lence is purely a property of the coordinate transformations; for a 
bundle and its associated principal bundle have the same coordinate 
transformations.

8.3. The cross-section theorem. A principal bundle with group G is 
equivalent in G to the product bundle {see §4-3) if  and only if  it admits a 
cross-section.

Suppose a cross-section/: X  —> B is given. Define X7(aO = Pi(f{x)) 
for x e Vi. From the relation

9p(p(b))'Pi(b) = Vj{b), p{b) e Vi r \  Vj,

(see §2.3), we obtain immediately that

(1) gji(x)'Xi(x) =  \j(x), x s V i H  Vj.

By §4.3, the bundle is equivalent to a product.
Conversely, suppose (B is equivalent to a product bundle. By §4.3, 

there exist functions X» satisfying (1). Define

fi{x) =  <t>i(x,\i{x)), x e Vi.

T h en /i is continuous. From (1) we obtain fi(x) =  fj{x) for x e Vi C\ 
Vj. It follows th a t/(a ) =  fi(x) for x e V% defines a continuous single­
valued cross-section.

Combining §8.2 and §8.3, we have
8.4. C o r o l l a r y . A bundle with group G is equivalent in G to a 

product bundle if  and only if  the associated principal bundle admits a 
cross-section.

8.5. Examples. One advantage of passing to the principal bundle 
is that its structure is often simpler than that of the given bundle.



Consider as examples the Mobius band, Klein bottle and twisted 
torus as bundles over the circle (§1.3, §1.4, §1.5). All these bundles 
have the same group and coordinate transformations (§3.4); hence the 
same principal bundle (B. It is easily seen that (B is a circle and p: 
B —> X  is a double covering. Simple considerations of connectedness 
show that (B does not admit a cross-section.

As another example, consider the 4-dimensional real space of 
quaternions

q =  x i +  ix2 +  jx  3 +  kxi.

The usual multiplication rule satisfies the norm condition \q-q'\ =  
|g|-|g'| where \q\2 =  Then the unit 3-sphere S z (|g| =  1) is a
subgroup. If q e aS3, the transformation of 4-space given by q' —» qqr 
preserves the norm. Thus to each q e S z is assigned an orthogonal 
transformation f(q) in O4 (see §7.6). Denoting by e e S z the unit 
quaternion, define p: O 4 —>S 3 by p(o) =  o(e). By §7.6, this is a 
principal bundle mapping. Clearly pf(q) =  q; so /  is a cross section. 
It follows from §8.3, that 0 4 is a product bundle over aS3.

Exactly the same argument may be carried through using Cayley 
numbers (an algebra on 8 units, see §20.5) in place of the quaternions.

In both cases the image of the unit element is the identity trans­
formation. Since the sphere is connected, its image must lie in the 
rotation subgroup R a (Rs) of O4 (Os) (see §7.8) which is itself a bundle 
over aS3 (aS7) with fibre and group jB3 (^ 7).

Summarizing, we have
8.6. T h e o r e m . For n =  3 and n = 7, the rotation group R n+1 of the 

n-sphere Sn, as a bundle over Sn with group and fibre R n, is equivalent 
to the product bundle Sn X Rn.

It will be shown later (§§22-24) that this is not true for most values 
of n. It is conjectured that it holds for integers n of the form 2k — 1. 
If one could construct a division algebra in a real vector space of dimen­
sion^*, the conjecture could be proved. It is not known whether this 
can be done in a space of 16 dimensions.

8.7. The principal map. Let (B =  {B,p,X,F,G} be a bundle, and 
let (B =  {B,p,X,GyG} be its associated principal bundle. Form now 
the product bundle

<B X Y  =  {S  X Y,q,S,Y,G}, q(h,y) =  5 

treated as a bundle with group (?. We define the principal map



as follows: if x =  p(h) e Vi,  set

(2) P(b,y) =

This formula, of course, defines only a set of functions {P»}. How­
ever, for x e Vi n  Fy,

<i>iAPi(f>)-y) = 4>j,x(gn(x)‘Pi(f>)-y) =  <t>iAPi{h)-y).

Therefore Pi =  Py on p_1(F» H  Fy) X F, and a unique P  is defined. 
Since each Pi  is continuous, so also is P.

Clearly,
pP(h,y) =  x =  p(5) =  pq(B,y).

Therefore commutativity holds in the diagram

P
B X Y  B

V i r 
B  -> X

This means that P  carries fibres into fibres and induces the map p  of the 
base spaces.

To prove that P  is a bundle mapping (as defined in §2.5), recall 
first that (B X Y  has a single coordinate neighborhood Fy =  S  and the 
coordinate function ^  is the identity map. If x =  p(b) e F» and we 
compute g%j by (17) of §2.5, we obtain

ga(h)-y = 4>7'JPi<b'j,i(y) =  <t>7,]P{b,y)
=  4>7,l<t><APiO>)-y) = vA )-y-

But pi(b) e G and is continuous in 6; therefore g# is a continuous map 
oi p-^Vi)  into G, and P  is a bundle mapping. We have proved

8.8. T h e o r e m . If  (B is the associated principal bundle of (B, then 
the principal map P: (B X Y  —> (B is a bundle mapping and P  induces 
the projection p: B  —> X  of the base spaces.

8.9. Adm issible maps. There are several interpretations to be 
given of the principal map. For the first of these, let us say that a map 
£: Y YX(Y X =  p-1(^)) is admissible if the map Y —> Y{x  e Vi) 
is in G. If x e Vi C\ Fy, then py£ = ga(x)p,■£ is also in G, so that 
admissibility is independent of the coordinate neighborhood.

If Y  is regarded as the bundle space of the trivial bundle in which 
the base space is a point, the fibre is F, and the group is G, then £: F
—► Yx is admissible if and only if £: F —> (B is a bundle map.



For any b e B, define the map

5: Y ^ Y X (x =  p(h)) by h{y) =  P(h,y).
Then

Pib(y) =  pi<j>i(x,pi(b)-y) -  p,(b)-y,

and 5 is an admissible map. Let Gx =  p~1(x). Since pi maps Gx 
homeomorphically onto G, it follows that distinct elements of Gx give 
distinct admissible maps Y  —> Yx.

Let £: Y  —> Yx be an admissible map. Let b = <t>i{x,pig) if x e Vi. 
Then h e Gx, and

Hy) = 4>i(x,pi(b)-y) =  4>i(x,Pit(y)) = t(y)-

Thus Gx is the set of all admissible maps of Y into Yx.
It follows that B (the space of the principal bundle) can be interpreted 

as the set of all admissible maps of the fibre Y into the bundle space B.
With this interpretation the cross-section theorem 8.4 takes on 

intuitive content. A cross-section /  of the principal bundle gives, for 
each x , an admissible map Y  —> Yx, and thereby a map X  X Y —> B.

The Ehresmann-Feldbau definition of bundle (§5.2) is in terms of 
admissible mapg of Y  into B. We see, in retrospect, that their 
definition of bundle involves directly the principal bundle. In their 
invariant approach the space B would be defined directly as the set of 
admissible maps and assigned the compact-open topology. We leave 
it as an exercise for the reader to verify: If  G has the compact-open 
topology, then the topology assigned above to B coincides with the compact- 
open topology assigned to B  as the function space of admissible maps.

8.10. Right translations of B . In the preceding section, the effect 
of fixing the variable b in P(b,y) was considered. If we fix instead the 
variable y we obtain a map y: B  —> B called a principal map of B into
B: y(b) = P(b,y).  Clearly py(b) = p(b) so that y maps Gx into Yx 
for each x.

Let us specialize further to the case where (B is itself a principal 
bundle so that (B is equivalent to (B. Choose the natural equivalence 
h: (B —> (B given by h{b) =  <j)i(x,pi(b)) for x — p(b) e Vi. With this
identification any element g of G gives a principal map of B on itself 
carrying each Gx onto Gx. Using the identification h and formula (2) 
above, it follows that g: B —> B is given by

(3) g(b) -  <t>i{x,pi(b)g)} x =  p(b) e Vi.

Therefore, for any gf e G and x e V%,



This means that the map g of Gx on itself is equivalent under <j>itX to the 
right translation of G by g. For this reason the principal map g: B —» 
B is called a right translation of B . It is to be noted that (3) provides 
a direct definition of the right translation g.

If £: G —> Gx is admissible, b e Gx and g e G, then

(30 g(b) =  s a r 1̂ ) .

To prove this, suppose x e Vi. Then p G  —> G is a left translation 
by <71, say. From (3) we have

0(6) =  =  £(071(\ffimt~1(J>)]-g)),

and (3') follows from the associative law in G.
An immediate consequence of (3) is

(4) Pi(g(b)) =  pi(b)g, p(b) e Vi.

Using this we have

(0i0s) (6) =  &(s,Pi(b)0i02). (x =  p(6))
=  <t>i(x,pi(gi(b))g2) =  02(01(6)).

Taking g2 =  071, it follows that a right translation is a homeomorphism. 
Summarizing, we have

8.11. T h e o r e m . 7 /  (B is  a  principal bundle with group (?, then the 
right translations of B by elements of G map each fibre on itself, and pro­
vide an anti-representation of G as a topological transformation group of B.

In general, a right translation g: B —> B of a principal bundle
does not provide a bundle mapping (see §2.5). For suppose x e Vj. 
Computing g3j(x) by (17) of §2.5, we obtain

Qii(x)g' =  0r0> 'all fir'eG.

Taking g' =  1, we have §jj(x) =  g. Therefore ggr =  g'gy for all gr e 6 , 
is the precise condition for g: B —> B  to be a bundle map, i.e. g is in
the center of G. In particular, if  G is abelian, a right translation is a 
bundle mapping.

8.12. T h e o r e m . The principal map P: B  X Y  —> B is the pro­
jection of a bundle structure having the fibre G, group G, coordinate 
neighborhoods p- 1(Fy), and the coordinate transformations gji(p(b)). 
Furthermore, the map q: B X Y  —> B (q(h,y) =  6) is a bundle mapping 
of this bundle into (8 .

From pP =  pq, we obtain

P - lp - \V f )  =  q-'p~\V>) =  p-KVj)  X Y.



Define

by
Mb,g) =  (4>i(p(b),g), <rlmPi(J>)).

Letting x =  p(6), and using (2) of §8.7, we have

Pfofag) =  P(- • * , • • • )  =
= <h(x,gg~uPj(b)) =  b.

Define 77: P~lp~l(V3) —> (? by 77 = jpyg. Then

r&ib,g) =  &g(* • • , • • • ) =  Pitofaff) =  0*

This proves that 7̂ is a product representation. A similar calculation 
shows that

r$i(b.g) =  &*(aO-0,

and therefore the coordinate transformations are gji(p(b)). The same 
calculation yields

PjqfoAg) =  &.-O*O-0,

and therefore g is a bundle mapping.
8.13. Associated maps. Let <B,(B' be bundles having the same fibre 

and group and let h be a map <B —> (B7. The mapping transformations 
{gkj\ of h are as defined in §2.5. Let (B,(B' be the associated principal 
bundles. According to §2.6, there is a unique map

K: (B —> (B'

having the mapping transformations {gkj}- We call A the associated 
map of the principal bundles.

Theorem. I f  h is a map (B —> (B' and K is the associated map (B —> (B7, 
Men

P'(K(h),y) =  hP(b,y), b e S . y e Y ,

where P,P' are the related principal maps.
If x =  p(6) e Fy, and x' =  A (s.) e V'k9 then, by (20) of §2 .6, we have

piRh) =  pk4>'k(x’ ,gkj(x)-pj(b)) =  gkj{x)-ps{h).

Applying the definitions of P ,P f we obtain the result:

P'(Rfy,y)  =  <t>k(x',[pkh(b)\-y) =  <t>'k{x' ,gkj{x)pj{h)-y)
=  Hi(x,pj{h)-y) =  hP(h,y).

The intuitive content of the theorem is based on the interpretation 
of 6 as an admissible map Y  —» Yx. Then 5 followed by hx: Y* —> Y * 
is an admissible map Y  —» Yx> and is therefore an element E(b) in Gv.



This naturally defined function from (B to (B' is the associated map, and 
it is a bundle map as might be expected.

8.14. C o r o l l a r y .  I f  £: Y —> (B is admissible G —► (B is the 
associated map , and e is the identity element of G, then

P C m ,y )  =  P ( m ,9 - y ) .

It is to be understood that Y  is treated as a C?-bundle having a 
single point as base space. Its principal bundle is G. Then J is a 
bundle map, and \  is defined. Let P' be the principal map for the 
bundle Y . Clearly P'(g,y) =  g%y. Applying §8.13, we have

P(l(g),y) =  kP'{g,y) =  £(g-y)
P(l(e),g-y) =  k{e-{g-y)) =  k(g-y).

8.15. The principal bundle of a coset space.
T h e o r e m . I f  B is a topological group, G is a closed subgroup which 

has a local cross-section, and H is a closed subgroup of G, then the bundle

B /H  —> B/G  (see §7.4)

has, as its principal bundle, .the bundle

B /H 0—>B/G

where H 0 is the largest subgroup of H invariant in G.
By §7.4, the second bundle has G /H 0 as fibre and group; hence it is 

principal. If the proof of §7.4 is examined, it is found that the 
coordinate transformations of the two bundles coincide—they are the 
images m G /H 0 of the functions/c(x)'"1/ 6(a:) defined o n F ^ H  Vc.

To apply the preceding result to coset spaces of the orthogonal 
group 0 n we need the following:

8.16. L em m a. The largest subgroup of Ok which is invariant in 
Ok+i consists of e alone.

As a subgroup of 0 &+1, Ok operates on the first k variables. If v0 
is the,unit vector for the (k +  l)s t  variable, then v0 is fixed under 0 *. 
If a e 0k+1, then avQ is fixed under aOka~l. Hence, if b e aO^a^1 for all 
a e 0k+1, then bavo =  av0 for every a. Since Ok+i is transitive on the 
unit sphere, it follows that b =  e.

We apply these results to the Stiefel manifolds (§7.7, §7.8).
8.17. T h e o r e m . I f  j  >  k, the bundle Vnj  —> Vn,k has On —> Vn,kas 

its principal bundle.
8.18. C o r o l l a r y .  I f  n =  2, 4, or 8, then the bundle Vn,k —> Sn~l is 

a product bundle.
By §8.6, the associated principal bundle On—> $ n_1 is a product; 

hence Vn,k /S"”1 is a product.



§9. Asso c ia ted  Bu n d l e s  a n d  Relative Bu n d l e s

9.1. Associated bundles. Two bundles, having the same base 
space X  and the same group G, are said to be associated if their asso­
ciated principal bundles (§8.1) are equivalent.

In particular, a bundle and its associated principal bundle are 
associated.

From §8.2, it follows that, if two bundles are equivalent, they are 
also associated. In addition, if two associated bundles have the same 
fibre, and the same action of the group on the fibre, then they are 
equivalent.

It is easily checked that the relation of being associated is reflexive, 
symmetric, and transitive. In this way all bundles over X  with group 
G are divided into non-overlapping classes; within each class is just 
one equivalence class of principal bundles.

If (B =  {J5,p,X,F,Cr}, and G is also a topological transformation 
group of a space F', then the construction theorem 3.2 provides a new 
bundle (B' =  {B',p',X,Y',G} having the same coordinate transforma­
tions as (B. It follows from §8.1 that (B and (B' have the same principal 
bundle. This establishes the existence of an associated bundle having 
any prescribed fibre (on which G operates).

There are, of course, a large number of bundles associated with a 
given bundle (B. One need only choose a space F' and a continuous 
isomorphism of G onto a group of homeomorphisms of F'. Many such 
arise naturally. Most of the tensor bundles over a differentiable mani­
fold X  constructed in §6.5 are associated bundles. The tangent bundle 
is regarded as the central bundle. A tensor bundle is associated with 
the tangent bundle if and only if h: —> G is an isomorphism onto.
This is the case for all the standard tensor bundles of order >  0. In 
the case of a bundle of scalars the group L n is mapped into Li and is not 
an isomorphism for n >  1. In this case we say that the bundle is 
weakly associated with the tangent bundle.

A second class of examples arises by using fibres F' of the form 
G/H  where H  is a closed subgroup of G. If G operates effectively on 
G/H  (§7.2), we obtain an associated bundle; otherwise, a weakly asso­
ciated bundle. The Stiefel manifolds (§7.8) V n,k are all bundles over 
Sn~l and have the common principal bundle On over $ n_1.

9.2. Relative bundles. Let (B be a bundle {B,p,X, Y,G}. Let A be 
a closed subspace of X  and H a closed subgroup of G. If, for every i ,j  
and x  g Vi (X Vj C\ A, the coordinate transformation gji{x) is an ele­
ment of i7, then the portion of the bundle over A may be regarded as a 
bundle with group H. One has only to restrict the coordinate neigh­



borhoods and functions to A. Whenever this occurs we shall say that 
(B is a relative (G,H)-bundle over the base space (X,A).

The related notions of strict equivalence, of mapping, and of 
equivalence are defined for relative bundles just as for absolute bundles 
with the exception that cutting down to A  restricts the group to H . 
For example, let (B be a (G,H)-bundle over (X,A), and let (B' be an 
(H,H)-bundle over (X,A). A (G^-equivalence of (B and (B' is a map 
h : (B —> (B' which is, first, a ^-equivalence of the two absolute bundles
over X, and, second, an 77-equivalence when restricted to the portions 
of (B, (B' lying over A.

A general point of view which will prevail is that the smaller the 
group of a bundle, the simpler the bundle. We shall always attempt to 
simplify a bundle with group G by seeking a (7-equivalent bundle with a 
group H  C  G. Such an attempt will usually be a step-wise procedure 
of simplifying the bundle over successively larger portions of the space 
X. At each stage we will have a relative bundle in the above sense.

9.3. The canonical cross-section of a relative bundle. Let (B be a 
((7,77)-bundle over (X,A). Let CB' denote the associated bundle over X  
having G/H  as fibre and group G acting as left translations. As 
remarked in §7.2, the group of (B' is actually G /H 0 where Ho is the 
largest subgroup of H  invariant in G. If Ho is bigger than the identity 
then (B' is only weakly associated. Let e0 denote the coset H  treated 
as an element of G/H. We define a cross-section over A of the bundle 
(B' by
(1) fo(x) =  4>'O,e0), * e 7 , - n  A.
If a; e Vi C\ Vj A , then

4>'j(x,e0) =  4>'i(x,gij{x)-eo) =  4>i{x,e0)

since g%j(x) is in H. Thus (1) defines a unique continuous function over 
A. We callfo the canonical cross-section of the (G,H)-bundle.

9.4. Reduction of the group of a bundle.
T h e o r e m . Let H be a closed subgroup of G which has a local cross- 

section. A  (G}H)-bundle over (X,A) is (G,H)-equivalent to an (77,77)- 
bundle over (X,A) if  and only if  the canonical cross-section (<defined only 
over A) can be extended to a full cross-section of the weakly associated 
bundle with fibre G/H.

Suppose (B is ((?,ff)-equivalent to an (H,H)-bundle. By §2.10, 
there exist maps X»: Vi —> G such that \ ( x )  e H  if x e Vt C\ A, and
the functions g^ix) =  'Kj(x)~~1gn(z)\i(x) have values in H  for all x,i,j. 
Let q: G —> G/H  be the natural map. Define

(2) /(*) = X 8 Vj.



If £ e Vi C\ Vj, then

4>'j(x,q\j(x)) =  <t>i(x>g*(x)-q\j(x))
=  4>i(x,q[gi](x ) \ j (x)}) =  ^ ( x ^ X ^ g ' i j i x ) } )
=  4>i(x,q\i(x))

since lies in H . Therefore (2) defines a unique continuous func­
tion over all of X .  If x & A, then \j(x) e H , and q\j(x) =  e0. There­
fo r e /^ )  =  fo(x) for x in A.

Conversely, let /  be a cross-section of <B' defined over all of X  and 
which is an extension of / 0. Let IT be a neighborhood of e0 in G/H  and 
d a local cross-section of H  in G defined over W.  For each g e (?, let 
W g = g-W  and dg(y) =  gd{g~uy) for y  e W g. We can suppose that 
each coordinate neighborhood Vj of <B is so small that p j :  Vj —> G/H
is such that Pjf(Vj) lies in some set W g. (If this were not the case we 
would pass to the refinement of {Vj} consisting of all open sets of the 
form (Pjf)~l (Wg)} see §2.9.) For each j , select such a g and define 
Xj(x) =  dgpjf{x). Then q\j(x) =  Pjf(x). Define <7''- =  X/Vj»X»- Then

qg”i(x)  = \ J l (x)gji{x)'q(\i(x))  =  \ y 1(x)gji(x)-pj(x)
= = c o,

and g/i: Vi C\ Vj —» H. It follows from §2.10 that (B is G-equivalent
to a bundle in H. If x s A, then q\j(x) =  Pjfo(x) =  p'^(rr,e0) =  e0; 
and Xy(x) is in I?. Thus the equivalence is a (G,H)-equivalence, and 
the proof is complete.

Taking A  to be vacuous gives
9.5. C o r o l l a r y . I f  H has a local cross-section in Gy then a G-bundle 

over X  is G-equivalent to an H-bundle if  and only if  the weakly associated 
bundle with fibre G/H  has a cross-section.

9.6. A bundle of bundles. Let F b e a  closed subgroup of G with a 
local cross-section, and K  a closed subgroup of H. Let

Y  = G /H } Y f =  G /K,

and let rj: Y' —* Y  be the natural map. According to §7,4, 77 is the
projection of a bundle structure with fibre H / K  and group H / K q where 
K 0 is the largest subgroup of K  invariant in II.

Let (Bo be a bundle over X  with group Gr and let (B,(B' be the (possi­
bly weakly) associated bundles over X  with fibres Y  and Y* respec­
tively. We may suppose that (B0,(B,(B' have the same coordinate 
neighborhoods {F,} and the coordinate transformations of (B,(B' are 
the images in their respective groups of the coordinate transformations 
of (Bo. Define the natural map

(3) B ’ - > B



by

(4) ,(&') =  V'Q>') e Fy.

U x  =  p'(b') e Vi r \  Vh then

4h (x,npi(b')) =  tofagjiixytipiib'))
= <t>i(xMgdx)-PiQ>'))) =  toixtfPjib')).

Therefore (4) is independent of the choice of j . Clearly the relation 
pv =  pr holds in the diagram

v
B' -»  B 
v ’\ s v

X

T h e o r e m . With respect to the natural map v, B ' i s  a  bundle over B 
with the fibre H /K  and the group H/Kq.

Referring to the proof of §7.4, to each a eG  corresponds a coordi­
nate neighborhood Ua of the bundle rj: F ' —» F, and a coordinate
function

M y ,z )  =  fa(y)-z

where z e H /K  and f a is a cross-section of the part of G over Ua.
The indexing set for the bundle B' —*■ B  will be the product J  X G. 

For j  e J  and a eG, we take

(5) Wja =  <t>j(Vj X Ua)

as the coordinate neighborhood, and

coja(b,z) =  <t>j(p(b),tf>a(pj(b),z))

as the coordinate function. Then

vo>ja{b,z) =  v<*>'( • • • ) =  4>j(p'4>'j( • • ' ),vp'j4>j( • ’ ‘ ))
=  <t>i(p(b)M«(Pi(b),z))  =  4>Ap(b) ,Pi(b))  =  b

as required.
If b' e v~l(Wja), then pv(b') =  p'(b’) is in Fy, and p'(6') is defined. 

Referring to (4) and (5) we see that ijpy(i>') lies in Ua. Hence ij„: 
iT l(U</) —* H / K  is defined. Let

*«(&') =  V«Pj(b'), V e v-'{W ia).
Then

VjaUja{b,z) =  v*p'j<l>j(p(b),\l/a(pj(b),z))
=  y*'l'a(Pj(b) ,z) =  Z.

This proves that coy* maps Wja X (H /K )  topologically onto v- 1(JFya).



Assuming that b lies in Wia C\ Wjp, let x = p(b), and y  =  p*(&). 
Then the coordinate transformation y^,ia(b) of B' —> B is given by

7  iP ,ia (b )-Z  =  VjfifxHa(b,z) =  V(iPj<l> i(x,'l'a(y-Z))

=  v ^ g n (x ) ^ a (y fz))  =  M gji{x)’y ) - U(gji(x)ifa(y)'z))

Therefore yjp,ia(b) is the image in H / K 0 of the element of H represented 
by the expression in brackets. This implies the continuity of y  
and the proof is complete.

§10. Th e  In d u c e d  Bu n d l e

10.1. First definition. Let (B' be a bundle with base space X ', fibre 
F, and group G, and let rj: X  —> X' be a continuous map. The 
induced bundle 77”1(B/ having base space X, fibre F, and group G is 
defined as follows. The coordinate neighborhoods are the inverse 
images of those of (B': Vj =  r j^V j.  The coordinate transformations
are given by

(1) gji(x) =  g-i(v(x)), x e V i D  V,-.

The bundle rr1®' is the one provided by the construction theorem 3.2 
with these coordinate transformations.

The induced map h: rj~HB' —> (B' is defined by

(2) h{b) = <t>j(yp(b),pj(b))y p(b) e V3.

Referring back to §3.2, if b is the equivalence class of (x,y,j), then 
h(b) = 4>j(rj(x),y). If x =  p(b) lies in Vi H  F,-, then

<t>j{ri{x)ypj{b)) = <t>i(’n(x),g'ij(r)(x))'pj(b))
= t i ivW & jW -P jib ))  =  (t>i(v(x),pi(b)).

Therefore (2) defines a unique continuous function. Clearly p fh(b) =  
7jp(b). This means that the map X  —> X' induced by h coincides with 77.

To show that h is a bundle map, we compute according to (17) 
of §2.5:

gkj(x)-y =  <t>yhx<t>j,x{y)
= <t>CAfiA y )  =  g'kiWyy-

Therefore =  giej, and it is a continuous map of Vk Vj into G.
10.2. Second definition. There is a second definition of induced 

bundle as follows. Let (B',X,ri be as above. Form the product space 
X  X B'y and let p: X  X B' —> X, h: X  X B f —» B f be the natural 
projections. Define B to be the subspace of X  X B' of those pairs 
(x,b') such that rj(x) = p'(b'). We have, therefore, commutativity in



the diagram
h

B -»  B'
V \v'

,, V I
X  -> X'

Define Vj =  y]~l{Vfj), and set

(3)

Then p<t>j{x,y) = x. Set Pj(x,b') =  pfib') whenever t j {x ) = p'(b') is in 
Vj. Then Pi4>j{x}y) =  y ; and <j>j maps Vj X Y  topologically onto 
P_1(^') ^  B- Finally,

9ji(x)-y = Pi4>i(x,y) =  pjixrffa (x),y))
= Pj<t>i(ri(.x),y) =  g'ji(y(x))-y.

This proves that (3) provides a bundle structure, and that the coordi­
nate transformations of this bundle coincide with those of the induced 
bundle defined in §10.1. It follows from §2.10 that the two bundles are 
equivalent. The equivalence is established directly by assigning to the 
element {(x,y,j) }, in the first definition, the element (^,^(t?(x),i/)) in the 
second definition. Under this correspondence the two definitions of h 
likewise correspond.

10.3. Equivalence theorem. Let (B,(Br be two bundles having the 
same fibre and group, let h: (B —> (Bf be a bundle map {see $2.5) > and let
rj: X  —» X' be the induced map of the base spaces. Then the induced
bundle (B =  77- 1(B' is equivalent to (B, and there is an equivalence h0: (B —>
(B such that h is the composition of ho and the induced map h: (B —» (B'.

Using the second definition of the induced bundle <B, define h0: B
-> X  X B' by

(4) h0(b) = (p(b) ,h(b)).

Note that hho{b) =  h(b) follows immediately. It remains to prove 
that ho gives a bundle map (B —> (B. Now rjp(b) = p'h{b) is the defini­
tion of the induced map r). Therefore ho maps B into B. Furthermore 
pho{b) =  p(p(b),h(b)) = p(b), so ho maps the fibre over x in B into the 
fibre over x in B. Finally, computing the functions gji for ho as in (17) 
of 2.5, we obtain

0kj(x)-y = Pkh0<t>j(x,y) =  fa {xM ifav ))
= pM j{x ,y) .

This means that the functions guj for ho are the same as for h . Hence ho 
is a bundle map.



10.4. The square of a bundle. If (B =  { J 3 , p , X , F , ( ? }  is a bundle, 
the map p: B  —> X  induces a bundle p~HB having B as base space. 
This bundle is called the square of the original bundle and is denoted 
by(B > =  {B,p,B,Y,G}.

Let h: (B2 —> (B be the induced map. Using the second definition
of induced bundle, we find that B is the subspace of B X B consisting 
of pairs (6i,62) such that p(bi) = p(b2) (i.e. bi and b2 belong to the same 
fibre). Then h(bhb2) =  b2 and p(bhb2) =  bi. Thus h is topologically 
equivalent to jp under the involution (61,62) —> (62,61) of B.

The natural cross-section f: B —» B of (B2 is defined b y / ( 6) = (6,6).
This means in particular that (B2 admits a cross-section.

If (B is a principal bundle, the existence of /  and §8.3 imply that 
(B2 is equivalent to a product bundle. Using the principal map P  of 
§8.7, the correspondence B X G —> B is given directly by $(b,g) = 
(1b,P(b,g)), from which it follows that h\p(b,g) =  P(b,g).

10.5. Properties of induced bundles. The proofs of the following 
properties of induced bundles are omitted since they are entirely 
s traightf or war d.

I f  (Bj and (B2 are equivalent bundles over X', and rj: X  —> X', then 
the induced bundles a%e equivalent.

I f  (Bi and (B2 are associated (weakly associated) bundles over X '  (see 
§PJ), and rj: X  —» X', then the induced bundles are associated (weakly
associated).

I f  (B' is a principal bundle, so also is any induced bundle .
I f  (B is a bundle over X, and rj: X  —> X  is the identity map , then the

induced map rf~l(8> —> (B is an equivalence.
I f  (B' is a bundle over X', and rj: X  —» X' is a constant (i.e. r}(X) is a

point of X'), then ri~HB' is equivalent to the product bundle.
I f  17: X  —> X', rj': X'  X", and (B" is a bundle over X", then

(77,o7)“1CB// equivalent to t t V -1®".

§11. H o m o t o p ie s  of M a ps  of B u n d l e s

11.1. The bundle (B X L  Let 7 =  [0,1] be the closed unit interval 
of real numbers, and let

be a bundle. The bundle (B X 7 is defined by

(B X 7 =  {5  X 7,ff,X X 7,F,(?,7y X I M
where

?(M ) =  (p(&),0,



Then the coordinate transformations of (B X /  satisfy

9a(x,t) = gji{x).

If it: X  X /  —> X  is the projection ir{x,t) =  x, then an equivalent 
definition of (B X I  is that it is the induced bundle 7r_1(B.

The projection #: B X I  —* B, given by w(b,t) =  b is obviously
a bundle mapping w: (B X I  —> (B. For any t in I, the map nt: B--*
B X /  given by m*(&) =  (b,0 is also a bundle map nt: ( B - > ( B X / .

11.2. Definition of homotopy. Let (B,(B' be two bundles having the 
same fibre and group, and let ho and hi be two bundle maps of <B into CB'. 
We shall say that ho and hi are homotopic (as bundle maps), written 
ho =  hi, if there exists a bundle map h: (B X /  —> (B' such that h(b,0)
=  ho(b) and h(b, 1) =  hi(b). The map h is called a homotopy.

It is clear that the induced map h : X  X I  —> X f is a homotopy 
(in the ordinary sense) connecting the induced maps ho and hi.

It is a trivial matter to verify that the relation ho = =  h i  is reflexive, 
symmetric and transitive. Thus the bundle maps (B —> (B' divide 
naturally into homotopy classes.

A homotopy h is said to be stationary with the induced map h if, for 
each b e B and each ^-interval [ti,t2] such that h(p(b),t) is constant for 
ti <£ £ rg t2, then h{b,t) is constant for h ^  t ^  t2. Expressed roughly, 
if the image of p(b) fails to move during part of the homotopy, then the 
same is true of the image of b.

One of the most important tools in the study of bundles is provided 
by the following result.

11.3* First covering homotopy theorem. Let (B,(B' be two bundles 
having the same fibre and group. Let the base space X  of (B be normal, 
locally-compact and such that any covering of X  by open sets is reducible to 
a countable covering (such a space we call a C^space). Let h0: (B —> (B'
be a bundle map, and let h: X  X /  —> X f be a homotopy of the induced
map h0: X  —» X'. Then there is a homotopy h \  ® X I  —> (B' of ho
whose induced homotopy is h, and h is stationary with h.*

The homotopy h is said to cover h. The geometric idea behind the 
proof is to decompose the homotopy h into a succession of homotopies 
each of which is small in the sense that all motion which takes place 
does so inside a single coordinate neighborhood Y\ of (B'. The part of 
(B' over Y\ is a product space. But the theorem is trivial for a product 
space. The complete covering homotopy is built up in pieces.

The theorem is proved first in the special case of a compact X .  
Since X  X /  is compact, the covering {hrW^} has a refinement of the 
form {U\ X Ip] where { U\] is an open covering of X , and h ,  • • • , I r 
is a finite sequence of open intervals covering I  such that I v meets only 
* See App. sect. 2.
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7„_i and /„+i for each v — 2, • • • , r — 1. Choose numbers
0 =  t0 <  h  <  • • • < t r = 1

so that tv z I v C\ I p+i {v =  1, • • • , r — 1). We shall suppose, induc­
tively, that h(b}t) has been defined over (B X [0,^] so as to satisfy the 
conclusion of the theorem over this part, and proceed to extend h over 
(B X [tyjty+l]•

For each x e X, there is a pair of neighborhoods (W ,W f) such that 
x e W, W  C  W', and W' lies in some U\. Choose a finite number of 
such pairs (Wa,W'a) (a =  1, • • • , s) covering X.  According to the 
Urysohn lemma, there is a map ua: X  —> [tv,tp+1] such that ua(Wa) =  
tv+1 and ua(X  — Wfa) =  tv. Define t 0( x )  =  tv for x e X, and

r«(x) =  max (^iOr), * • * yua{x))r x e X, a =  1, • • • , s.
Then

tv — t0(x) ^  n(a;) ^  ^  rs(:r) =
Define X a to be the set of pairs (x,t) such that tv ^  t ^  ra(x). Let (B« 
be the part of (B X /  over X a. Then

(B X ^ =  (Bo CZ ®i (Z * * ‘ (Z (&« =  (B X [^,^+i].
We suppose, inductively, that h has been properly extended over (B«-i 
and shall proceed to define its extension over (B«.

By definition of the t  s , the set X a — X a- i  is contained in Wra X 
[tv,tv+1]; and by definition of the W ’s, W'a X [tP,tp+1] C  U\ X I» and is 
mapped by h into some With j  fixed in this manner, define
(1) h(b,t) =  <//i(h(x,t),p'ih(b9Ta-i(x))),

for X = p(b), (x,t) 8 l a “  l a - 1.

Notice that the right side is defined and continuous for (x,t) in the 
closure of X a — I « - i ,  and, for t =  ra_i(x), it reduces to h(b,Ta-i(x)). 
Hence h on B a- i  has been continuously extended over B a. Clearly 
p fh(b,t) =  h(x,t), so h maps fibres into fibres and covers h. The 
variable t occurs in just one place on the right side of (1). If h(x,t) =  
h(x,tf) for Ta~ i(x) ^  t <  t! ^  Ta ( x \  then h(bjt) =  h(b,t'). This shows 
that h is stationary with h.

To show that h is a bundle map of (B« it suffices to prove this on the 
closure of B a — B a-1 since h is a bundle map on (B«_i. Suppose 
x e V k and (x,t) lies in the closure of X a — X a-\.  Abbreviate ra_i(x) by 
r, then

5ik(x,t)-y =  Pjhiz.tjf k(x,t,y) = Pjh(<t>k(x, y),t)
=  p $ ( % ,0 ,p'A(<£*(z,2/),r))
= p'jHfai:t,y),r)
~  P̂ ix,T)̂ Pk{x̂ T,?/)
= gjk(x,Ta^(x))-y.



The hypothesis that h is a bundle map of (Ba- i  in (B' means that gjk(x,r) 
yields a continuous map into G of the intersection of Vk X I  with the 
boundary of X a — X a_i. It follows that gjk(x,t) provides a continuous 
map into G of the intersection of Vk X I  with the closure of X a — I a-i. 
Therefore h is a bundle map of (B« into (B'. This completes the general 
step of the two-fold induction, and proves the theorem for a compact 
space X.

In the general case, the hypothesis on X  implies that X  is the 
union of an expanding sequence of open sets {W n) such that W n is com­
pact and contained in W n+i for each n. By the Urysohn lemma, there 
is a map rn: X  —» [0,1] such that rn(Wn) =  1 and rn(X  — W n+1) =  0. 
Set t q {x ) = 0. Then rn(x) S  rn+i(x), and, for each x, there is an n 
such that Tn (x )  =  1. Define X n to be the set of pairs (x,t) such that 
0 S  t ^  Tn(x). Let (Bn be the part of (B X I  lying over X n. Then h0 
provides a map of (B0 into (B'. Suppose, inductively, that h has been 
defined on (Bn- i  so as to satisfy the conditions of the theorem.

The set A — Wn+i ~  W n- i  is compact and contains all points x for 
which r»_i(x) <  Tn(x) .  Let X*: [0,1] —» [rn-i(x) ,rn(x)] be the linear map

X*(s) =  STn(a;) +  (1 — 8)Tn-i(x).

The inverse map X"1 is given by

XJ1̂ ) =  (t -  Tn-l(x))/(Tn(x) ~  7n-l(x ) ) .

Define h'^b) =  /i(6,rw_i(p(6))), and h'(x,s) =  h(x,\x(s)) restricting x to 
be in A, and b to lie in p- 1(A). Then h'Q is a bundle map, h' is a homo­
topy of Si, and the base space A is compact. The theorem, having 
been proved for this case, provides a covering homotopy h! . Define

(2) h(b,t) =  h ' i b ^ i f ) )  io rx  =  p(b), rn-i(x) <  t ^  rn(x).

This extends h over B n. To prove continuity, notice first that the 
right side of (2) is defined for t = t u-i ( x ) and gives h(b,Tn-i(x)).  This 
.shows that h is continuous except possibly at a point (b,t) such that 
t =  Tn-i(x) =  rn(x) ; for, in this case, X”1 is not defined. But then 
h'(x,s) is constant in s. The stationary property implies that h'(b,s) is 
likewise constant. So, if N' is a neighborhood of h'(b,s), h'~l(N') 
contains b X I. Since b X I  is compact, there is a neighborhood N  of 
b such that h'{N X I )  C  X'. If bi e N  and Tn~i(p(bi)) <  t ^  rn(p(6i)), 
it follows that h(b,t) is in N'. This proves the continuity of h.

The relation p'h(b,t) = h(p(b),t) is an immediate consequence of (2). 
That the extended h is stationary with h follows from the same property 
of h'. It remains to check that h is a bundle map. Let x e Vj,



Tn-i(x)  ^  t ^  Tn(x), and h(x,t) e Vjc. If we compute the function gkj 
defined in (17) of §2.5 for h we obtain

8kj(x,t) =  gkj{x ,K l ( 0)

where gfkj is the analogous function for h'. This shows that gkj(x,t) is in 
G and is continuous except possibly at points (x,t) where rn-i{x) = t =  
rn(x). An argument similar to that of the preceding paragraph estab­
lishes continuity in this case.

This completes the inductive step showing that h can be extended 
from (Bn—i to (Bn. The complete function h: B X I  —> Br is the result 
of the successive extensions. Its continuity and bundle mapping 
properties follow from the fact that B n- i  lies in the interior of B n rela­
tive to B  X / .  This completes the proof.

11.4. T h e o r e m . I f  X  is a Co-space, then any bundle (B' over the 
base space X  X I  is equivalent to a bundle of the form (B X I-

Define h0{x) =  (z,0). Set (B =  h^1®', and let h0: (B —> (B' be the 
induced map. The function h(x,t) =  (x,t) is a homotopy of h0. The 
covering homotopy provides a bundle map h: (B X I  ~ > (B'. But h is 
the identity map of X  X I- Hence h is a bundle equivalence.

11.5. T h e o r e m . Let (B' be a bundle over X f, let X  be a Cff-space, and 
let ho,hi be homotopic maps of X  into X r, then the induced bundles h^1®' 
and are equivalent

Letfe: X  X /  —» X'  be a homotopy of ho into Si. Let/Zt(aO =  (x,t). 
Then ht =  hjxt (t =  0,1). By §11.4, we have a bundle equivalence

~  (B X I.
This implies

(3) h j1®' =  / z ^ - W  ~  /ZT1((B X I), for t =  0,1.

As observed in §11.1, the map ntQ>) =  (b,t) is a bundle map (B —» (B X I  
for each It follows from §10.3 that (B is equivalent to X / )  for 
each value of t. Using the two equivalences for t =  0 and 1 and the 
equivalences in (3) we obtain the desired result.

11.6. C o r o l l a r y . I f  X  is a C0-space and is contractible on itself 
to a point, then any bundle over X  is equivalent to a product bundle.

The identity map of X  induces a bundle equivalent to the given 
bundle. A constant map induces a product bundle. The result fol­
lows now from §11.5.

The result can be paraphrased by saying that contractible spaces X  
admit only trivial bundles. Bundles over closed or open n-cells are 
therefore of little interest. The simplest base spaces that provide non­
trivial bundles are the spheres of various dimensions.



In the literature the name “ covering homotopy theorem” has been 
applied to the following consequence of §11.3:

11.7. Second covering homotopy theorem. Let <B' be a bundle over X  
Let X  be a Ca-space, let f 0: X  —> B' be a map, and letj: X  X I  *—> X'  
be a homotopy of p jfo “* /o* Then there a homotopy f  . X. x 
covering J (i.e. p'f = j ) ,  and f  is stationary with f .*

Let (B =  Jq1®', and let h0: CB —> CB' be the induced map. Let
h: (B X /  —► (B' be a covering homotopy (§11.3) of/  which is stationary
with / .  Define the cross-section $  of (B, using the second definition of 
induced bundle (§10.2), as follows: <t>(x) =  (x,f0(x)). Then h0<l> =  f 0. 
Define f(x,t) =  h(<t>(x),t). It follows immediately that /  is the desired 
homotopy.

11.8. A map /: X  —> Y  is called reducible if it is homotopic to a 
map of X  into a proper subset of Y ; otherwise, it is called irreducible. 
It is called inessential if it is homotopic to a constant map; otherwise, 
essential. A space is called reducible (irreducible) if its identity map 
is reducible (irreducible).

T h e o r e m . Let (B be a bundle in which B is a Cff-space and p: 
B  —> X  is reducible. Then B is reducible.

We have only to apply §11.7 to the identity map of B.
C o r o l l a r y . I f  B is irreducible so also are p and X. In particular, 

if X  has more than one point, then p is essential.
Since X  reducible implies p reducible, the corollary is immediate.
It is a well known result of homology theory that any compact 

n-manifold is irreducible (i.e. it is the irreducible carrier of an n-cycle 
mod 2). As a consequence, the above results apply to the bundles 
constructed (§7) out of coset spaces of compact Lie groups.

§12. Co n st r u c t io n  of Cr o s s -se c t io n s

12.1. Solid spaces. A space Y  will be called solid if, for any normal 
space X,  closed subset A of X,  and m ap/: A —> Y, there exists a map 
/': X  —> Y  such th at/'|A  =  /.

The Tietze extension theorem [1, p. 73] asserts that any interval 
of real numbers (open or closed) is a solid space. It is easy to see that 
the topological product of a collection of solid spaces is likewise solid— 
one simply extends each component function. It follows that euclidean 
n-space, and a closed n-dimensional cube are solid. Their homeo- 
morphs, open and closed n-cells, are likewise solid. The Hilbert 
parallelotope is solid.

There are several properties which are closely related to solidity. 
A subspace F of Z  is called a retract of Z if there exists a map /:  Z  —> F

* See App. sect. 2.



such that f(y) = y for y e F. A compact metric space F is called an 
absolute retract if it is a retract of any metric separable space which 
contains Y  (see [3]).

For a compact metric space Y, the properties absolute retract and solid 
are euqivalent. Since a retraction is just an extension of the identity 
map, it follows that solid implies absolute retract. Conversely, let F  
be an absolute retract. Imbed F topologically in the Hilbert paral- 
lelotope Z. Let r: Z —> F be a retraction. If A is closed in X  and/: 
A —> F, we regard /  as a map A —> Z. Since Z  is solid, /  extends to a 
map /': X  —> Z. Then r f  is an extension of /  to a map X  —» F. 
Hence F is solid.

Let F be solid and such that Y X I  is normal. Let yo be a point of
F. Let A = ( F X 0 ) U  (y0 X / )  U  ( F X 1). Define/: A —> F b y  

= y, f (y ,I-) =  yo and f(yo,t) =  yo. Then solidity implies th a t /  
extends to /': F  X /  —> F. It follows that F is contractible to a
point. Since y 0 is arbitrary, it also follows that F  is locally contractible.

12.2. Existence theorem. Let X b e a  normal space with the property 
that every covering of X  by open sets is reducible to a countable covering 
{e.g. X  is compact, or has a countable base, or is a union of countably many 
compact subsets). Let (&be a bundle over X  with a fibre Y which is solid. 
L etf  be a cross-section of (B defined on a closed subset A of X. Then f  can 
be extended to a cross-section over all of X. (Taking A — 0, it follows 
that (B has a cross-section.) (See App. sect. 3.)

For each point x choose a neighborhood Ux of x such that Ux is 
contained in some coordinate neighborhood Vj of (B. Choose a counta­
ble number of these Ui, C/2, * * * covering X.  S e tA 0 = A and define 
An inductively by A n = Un VJ A n~i. S e t /0 =  / .  Suppose cross-sec­
tions/,, defined on A*, are given for i  <  n, and are such that/i|A*_i =  
fi-i. Choose a Fy which contains Un- Let Cn =  Un C\ A n-i. Define 
h : Cn —> F by h{x) =  p3f n- i(x ) . Since Un is closed in X ,  it is a normal
space, and Cn is a closed subset of Un. Since F is solid, h extends to a 
map h': Un—► F. Set h"{x) =  <t>j{x,h'(x)) for x e C/n. Then h" is
continuous, ph"(x) =  x, and h,f\Cn =  /n-i|C n. If we define / w(a0 =  
f n-i(x) for x e An—i an d /n(x) =  /i"(x) for x e A „  -  A w-i, it follows that 
f n is a continuous cross-section over A n extending f n-i.  We construct 
thus a sequence {/n} where for each n, f n is a cross-section of (B|An, and 
f n extends f n- v  Now define / '  by /'(x) =  / n(x) for x e A„ — A n-i.  
Since X  is the union of the interiors of the sets A n, it follows th a t/' is 
everywhere continuous. Then / '  is the desired cross-section.

12.3. C o r o l l a r y . I f  X  is a space as in \12.2, and the topological 
group G is solid, then any bundle over X  with group G is equivalent to the 
product bundle.



It follows from §12.2 that the associated principal bundle (§8.1) has 
a cross-section. The result follows from §8.4.

This result should be compared with §11.6. The two together can 
be paraphrased: if either X  or G is homotopically trivial then every 
bundle over X  with group G is trivial.

12.4. C o r o lla r y . I f  X  is a differentiable manifold, the bundles 
of scalars over X  of even weight (see §6.5) are all equivalent to product 
bundles. I f  X  is orientable, this is true of bundles of scalars of all 
weights. I f  X  is non-orientable, the bundles of scalars of odd weights are 
not product bundles.

In the first case, the determinant of the Jacobian at each point 
of Vi C\ Vj, raised to the power w, is a positive real number. The group 
G of positive real numbers is solid. In the second case the coordinate 
systems can be chosen so that all determinants of Jacobians are posi­
tive ; and the same argument applies. For the last statement, note that 
the product bundle is non-orientable. Just as in the case of the tangent 
bundle (see §6.5), one proves that the bundle of scalars of an odd weight 
is an orientable manifold; hence, not equivalent to the product.

12.5. Reducing the group of a bundle to a subgroup.
T h e o r e m . Let X  be a space as in §12.2, and let A be closed in X .

Let G be a Lie group and H a closed subgroup such that G /H  is solid. 
Then any (G,H)-bundle over (X ,A ) (see §9.2) is (G,H)-equivalent to an 
(H,H)-bundle.

This is an immediate consequence of §9.4 and §12.2. An important 
special case is

12.6. C o r o l l a r y . I f  X,G and H are as in §12.5, then any bundle 
over X  with group G is equivalent in G to a bundle with group H.

12.7. T h e o r e m . Let X  be a C<,-space (§11.8), let G be a Lie group, 
and H a closed subgroup such that G /H  is solid, then any two H-bundles 
over X  which are G-equivalent are also H-equivalent.

To prove this, form X  X I  where I  — [0,1] is the closed unit 
interval. Let (B0,(Bi be two ^-bundles over X  which are G-equivalent. 
As remarked in §2.9, we can suppose they have the same coordinate 
neighborhoods {Vj). Denote their coordinate transformations by 0hj  
and ihj respectively. Using half open intervals [0,1) and (0,1], form 
the open sets 0 Vj =  Vj X [0,1), and i Vj =  Vj X (0,1]. These cover 
X  X I. Since (Bo,(Bi are G-equivalent there are maps Xy: V j—»G
such that ohji =  X̂ iAyyX,- (see §2.10). Define

ogdx,t) =  ohji(x), (x,t) e oVi C\ 0Vj,
igji(x,t) — ihji(x), (%)t) £ iV-, (X iVj,

oig3-i(x,t) =  0hji(x)\i(x)
=  Xj(xj/hji(x), (x,t) e oVj H  iVi.



Note, in particular, that It is easily checked that
these functions satisfy the transitivity law for coordinate transforma­
tions. By §3.2, there exists a bundle over X X I  with these coordinate 
transformations. The portion over X  X 0 (X X  1) is essentially the 
same bundle as (B0 ((Bi). We have therefore a relative (G,H)-bundle 
over the pair ( I X / , I X 0 U I X  1): By §12.5, it is ((?,#)- 
equivalent to an ( # ,^ -bu n dle. By §11.4, the resulting i?-bundle 
over X  X I  is H-equi valent to a bundle of the form (B X L  Then 
(B0 and (Bi are both H-equivalent to (B.

Combining §12.6 and §12.7 we have
12.8. C o r o l l a r y . I f  X, G and H are as in §1^.7, then the equiva­

lence classes of bundles over X  with group G are in a natural 1-1 cor­
respondence with the equivalence classes of bundles over X  with group H.

12.9. Reduction of tensor bundles to the orthogonal group. The 
preceding results have important consequences in simplifying a bundle 
and in reducing the classification problem to a simpler one. An exam­
ple is the following

T h e o r e m . Let L n be the full linear group on n real variables, and On 
the orthogonal subgroup. Let X  be a Ca-space. Then any bundle over X  
with group L n is equivalent in  L» to a bundle with group On. I f  two 
On-bundles over X  are L n-equivalent, then they are 0 ^equivalent.

Let H n be the space of positive definite, symmetric matrices in L n. 
As shown in [12, p. 16], L n is the product space On X H n, the correspond­
ence being given by the multiplication of matrices. It follows that the 
natural projection L n —> L n/O n maps H n homeomorphically on L»/On. 
But H n is an open cell of dimension n(n +  l ) /2  (see proof of §12.12). 
Therefore L n/O n is solid. The theorem follows now from §12.6 and 
§12.7.

A second decomposition of L n is L n =  On X Tn where Tn is the 
subgroup of triangular matrices ||oy|| (a# =  0 for i  <  j , and an >  0). 
This is proved by applying the Gram-Schmidt orthogonalization 
process to the n vectors which are the rows of a matrix of L n. It is 
evident that Tn is an open cell.

12.10. A differentiable n-manifold X  is a C'ff-space and any tensor 
bundle over X  has, for its group, L n or a factor group of Ln. Then §12.9 
implies that all tensor bundles (see §6.4) and their equivalences are 
reducible to the group On or to a factor group of On. A single reduction 
of the tangent bundle provides a simultaneous reduction of all the 
associated tensor bundles.

Having reduced the group of the tangent bundle to On, the unit 
(ft — l)-sphere Sn~l in real ft-space Y n becomes invariant under the 
group. We are led therefore to the associated subbundle of the tangent



bundle having $ n-1 as fibre. This bundle is called the tangent sphere 
bundle of the differentiable manifold. It is somewhat simpler to study 
than the tangent bundle. It is of one less dimension. If X  is a com­
pact manifold, so is the tangent sphere bundle.

We have noted in §6.5 that the tangent bundle admits the trivial 
cross-section of zero vectors. An important problem is to decide the 
question of existence of a vector field which is non-zero at each point. 
This is equivalent to the problem of finding a cross-section of the tan­
gent sphere bundle. In one direction this is clear, a cross-section of the 
tangent sphere bundle is a non-singular vector field. For the other 
direction, let Z be n-space with the origin deleted. By radial deforma­
tion, Z can be retracted into Sn~l. This retraction is invariant under 
On, and provides thereby a deformation retraction of the subbundle of 
the tangent bundle with fibre Z into the tangent sphere bundle. The 
latter deformation retracts any non-singular vector field into a cross- 
section of the tangent sphere bundle.

12.11. T h e o r e m .  The contravariant and covariant tangent bundles 
of a differentiable manifold are equivalent.

Recall (§6.5) that the passage h: L n—* L n from contravariant 
to covariant replaces each matrix by its transpose inverse. In On, this 
operation is the identity. Having reduced the tangent bundle to 0 n, 
the operation becomes the identity.

12.12. Metrizability of manifolds.
T h e o r e m .  A differentiable manifold always admits a Riemannian 

metric.f
The problem here is to prove the existence of a cross-section of 

the tensor bundle whose fibre Y  consists of symmetric, positive-definite 
matrices. Observe first that the symmetric matrices Y' form a linear 
subspace of all matrices. The condition of being positive-definite 
(oijv'ti* >  0 for all vectors v of length 1) is obviously preserved under 
small variations of the a#. This means that Y  is an open subspace of 
Y r. If a =  ||a*?-|| and 6 = ||6<y|| are positive-definite matrices, then, for
0 ^  t s  1,

(taij +  (1 — t)bij)v*vi = taijv'v* +  (1 — fybifihfl >  0.

Hence ta +  (1 — t)b is also positive-definite. Therefore Y  is a convex 
open set of the linear space F'. It follows that F is an open cell (of 
dimension n(n +  l) /2 ) . But this means that F is solid. The existence 
of the cross-section follows from §12.2.

If X  is of class r, by the result of §6.7, the metric tensor can be 
constructed to be of class r-1.

t  In §6.1 we assumed that manifolds are separable.



12.13. Reduction to the unitary group. The reduction of bundles 
with the group L n to the group 0 n is paralleled by a similar reduction 
for bundles having as group the complex linear group CLn to the 
unitary subgroup Un- As in §12.9, we have CLn =  Un X H » where 
Hn is the set of positive definite Hermitian manifolds. The latter is 
also an open cell.

The preceding remark applies immediately to tensor bundles over 
complex analytic manifolds. Much that has been said for real mani­
folds carries over to the complex analytic case. It should be noticed 
however that Un is not a complex analytic manifold. Neither is the 
tangent sphere bundle. Similarly the existence of a continuous cross- 
section of the bundle of symmetric Hermitian tensors does not provide 
an analytic Hermitian metric.

12.14. The reduction from Ln to 0 n appears to be a special case 
of a general result for bundles with Lie groups. According to E. 
Cartan, any connected semi-simple Lie Group G is topologically a 
product space H  X E where H  is a compact subgroup of G and E is a 
euclidean space. Proofs of this result have been given by Malcev 
and Mostow [70]. A more recent result of Iwasawa [59] and Mostow 
is that the theorem holds without the condition of semi-simplicity.

The general conclusion appears to be that a bundle whose group 
is a connected Lie group is equivalent in its group to a bundle whose group 
is a compact subgroup.

§13. Bu n d l e s  H av ing  a T otally D isc o n n e c t e d  Gr o u p

13.1. Translating a fibre along a curve. Let X  be an arcwise con­
nected space, and let (B bea bundle over X  with fibre Y  and group G. 
Let C be a curve in X  from x0 to xi (i.e. C : I  —> X  with (7(0) = x0, 
C(l) = x\). Let Y t denote the fibre over C{t). Let ho: Y —> Y 0 be
an admissible map. We may regard F a s  a bundle with base space 
consisting of a single point 0. Then C is a homotopy of h0. The 
covering homotopy theorem (§11.3) provides a bundle map h: I  X Y
—> (£ such that h(0,y) =  h0(y) and ph(t,y) =  C(t). By fixing t} h defines 
a map ht: Y  —» Yt. Then

(1) h K 1: Y o - > Y t

is a 1-parameter family of maps beginning with the identity and ending 
with a map Y o —> Y i. We call (1) a translation of Yo along C into Y i.

Let (5 denote the associated principal bundle of (B (§8.1). Now 
I  X G is the associated principal bundle of I  X Y. According to



§8.13, to the map h: I  X Y  —> B  corresponds an associated map h : I  
X G —> (B. Then

(2) fifio1 • Go —> Gt, 0 ^  ^  1,
is called the associated translation of Go along C into Gi.

Let P : B X Y - >  B  denote the principal map of (B (§8.7), and 
let P r: Z X S X F - ^ I X F b e  the same for I  X Y. Direct calcula­
tion, see (2) of §8.7, yields, for special case of the product I  X  Y, that

P'(t,g,y) =  (t,g-y)-

By the result of 8.13, we have hP'(t,g,y) =  P(h(t,g),y), and therefore

(3) h(t,g-y) =  P(h(t,g),y).

13.2. L e m m a . I f  the topology of the group G is totally disconnected 
(i.e. no connected subsets except single points), then the translation of 
fibres along curves is a unique operation.

It follows from (3) that h is determined by A, so it suffices to prove 
the uniqueness of the associated translation of Go along C. Using 
the compactness of I, we may divide it into a finite number of subinter­
vals I k =  [tk,tk+i] such that C(Ik) is contained in a single coordinate 
neighborhood. Suppose inductively that uniqueness has been proved 
for t g  tk) and suppose Fy contains C(Ik). Let K ft  be two maps I k X G 
—> (8 which cover C\Ik and which agree for t =  tk. Let g be fixed in G. 
Then pkh(t}g) and Pkhf(t,g) are two maps I k—»(? which coincide for 
t =  tk> Since G is totally disconnected, both must be constant. 
Hence pkh =  pjh'. Since also ph =  phi =  C, it follows that h = K'. 
Therefore uniqueness holds for t ^  Z&+1, and the lemma is proved.

13.3. Composition of translations. We shall assume in the remain­
der of this article that G is totally disconnected. Although this is a 
strong restriction, it includes the special case of a discrete group G (i.e. 
every subset of G is open, e.g. a finite group) which will provide impor­
tant applications of the results to be obtained.

Let C be a curve from Xo to xi. Define

(4) C *: F i —> Yo

to be the result of translating Y 1 back along C into Fo- That is, Cf is 
the result of translating Y i along the curve C~~l given by 0~l(t) =  
(7(1 — t). Since G is totally disconnected, C* depends on C alone.4

If Ci is a curve from xQ to xi, and C2 is a curve from xi to x2j define 
their composition C1C2 to be the curve

Ci(2t) 1/2,
C2(2t -  1) 1/2 ^ t ^  1,(5) C & & )  =  {



from £o to x2. As an immediate consequence of the uniqueness, we 
have

(6) (CiCO' =  C[C*.

(Note : if we had defined C# to be the translation of Fo along C into 
Y i, a reversal of order would occur on the right side.)

13.4. Invariance under a homotopy of the curve. Now, let C,C' be 
two curves from x0 to Xi which are homotopic leaving their end points 
fixed. Let h be a covering homotopy of C. We may apply the cover­
ing homotopy theorem to the map h: I  X Y —> (B and the homotopy of 
C into C'. The result will be a homotopy of h into a map ln!\ I  X  F  
—> (B which covers C'. Since x0,xi are stationary during the homotopy, 
it follows that h! and h coincide for t =  0 and t — 1. Therefore (7# =  
C'#: the map C* depends only on the homotopy class of C.

13.5. The characteristic class x* Consider now closed curves begin­
ning and ending at x0. Their homotopy classes form the elements of 
the fundamental group, 7n(X,a;o), with multiplication defined by (5) 
above. The results of the last two paragraphs show that the operation 
C* represents t i(X,xq) as a group of bundle mappings of F 0.

Choose now an admissible map £: Y —» F 0. Since any a e 
7t i(X ,x0) is an admissible map Y 0—> F 0, the composition £_1a£ is an 
admissible map F —» F, i.e. it is an element of G which we denote by 
x(a). Obviously x(«0) =  x(«)x(i^) so that

(7) X: Ti(X,x0) —>(?

is a homomorphism.
If f : F —> F 0 is also admissible, then

where g = £-1r  It follows that a different choice of £ alters x by 
an inner automorphism of G. Conversely if g and £ are given, define f  
to be the composition of g: F —> F followed by £, then x(«) is altered
to grxx(<*)g* It follows that x is precisely determined up to its equiva­
lence class under inner automorphisms of G.

The equivalence class of x under inner automorphisms we call 
the characteristic class of the bundle (B and denote it by x(®)-

It is worth noting that x(®) is independent of the choice of x0 in a 
natural sense. Suppose x\ is another base point, £i: F —► Y h and
Xi is the corresponding homomorphism in(X,xi) —> G. Since X  is 
arcwise connected, there is a path D  from x0 to x\. If C is a closed 
path from xh then DCD~X is a closed path from xo. As is well known, 
D  induces in this way an isomorphism D *: irt(X,Xi) «  Ti(Xyx0) . If C



represents a e t i (X,Xi), then

xD *(a) = tTl (DCD-')#t =

=  = g-'xi(cc)g.

Thus the homomorphisms x^* and xi differ by an inner automorphism 
of G.

13.6. We derive now the relations between the operations C* and 
the coordinate transformations. Suppose first that the curve C from 
Xo to Xi lies wholly in the coordinate neighborhood Vj. Let ho(y) — 
<t>j(xo,y). Then h(t,y) = <t>j(C(t),y) is a map I  X Y —» (B which starts 
with ho and covers C. It follows that C*: Y\ —» F 0 is given by C*(b) 
= <t>i(x0,pj(b)). Stated otherwise:

When C lies wholly in Vj, then pjC#<j> j,Xl is the identity element ofG.
Now let Ci be a curve in V% from xo to xh and let C2 be a curve in 

Vj from Xi to x2. Using the above result, we obtain

Pi{C\C 2)^ j,x2 =  {PiCiffrifX^Pi&^iiPjCfyj^i) 

= 9 * ( x  1).
13.7. Equivalence theorem. Let X  be arcwise connected and arcwise 

locally connected. Let <B,(B' be two bundles over X  having the same group 
G which is totally disconnected. Then (B,(B' are associated bundles if  and 
only if  their characteristic classes are equal: x(®) = x(®0-

Suppose (& and (&' are associated. Then their associated principal 
bundles (B,(S' are equivalent. Using such an equivalence it is easy to
prove that x(®) = It suffices therefore to prove x(®) =  x(<B)«

Let C be a closed curve based at x0, let h0: Y  —► Y 0 be admissible, 
let A: I  X Y  —> (B cover C and start with ho, and let h: I  X G —> (B
be the associated map. Let ht: Y —> (B be defined by ht(y) =  h{t,y).
Define Kt similarly. Then, by (2), we have

C*(b) =  h0hT\b), b e F 0,
C#(b) = hoK\b),  b e  Go,

and therefore
ho'Cjhiiy) =  y, y e Y ,
h^&hxig) = g, g e G.

If we choose £ = hi, I = h\ in the definition of x for ® and <B, we have

X(C) = K\C*h, =  hT'ho: Y - +  Y, 
x(C) = hfCtfii =  G -> G .

Formula (3) of 13.1 can be written

ht(g-y) =  P(ht(g),y).



Take t =  1 and g = h i lKo(e) where e =  identity of G, then 

hi([ftz%(e)]-y) =  P(h0(e),y).

But for t =  0 and g =  e, the same formula gives 

ho(y) =  P(Ko(e),y).
Therefore

[h^hoie)]^ = h^hoiy),
or

hT'hoie) = K'ho =  x(C).

The map of G on itself is a left translation by some element which, 
of course, must be h^fioie). Therefore x(C) =  h^hoie) =  x(C), and 
the first part of the theorem is proved.

To prove the second half, suppose x(®) =  x(®')* By the first 
half, this implies x(®) = x(<8')- If we can show that this implies (B 
equivalent to (B', it follows by definition that (B and (B' are associated.

Suppose therefore that (B,(B' are principal 6-bundles with x(®) =  
x((B')« For any curve C from x0 to xi, denote by C#,C'# the maps Gi —> 
Go and G[ —> G;0, respectively, induced by C. Choose admissible maps 
£: G —> Go and G —> G<J. Then x,x'- t i (X,xq) —> G are thereby
determined. By virtue of x(®) = x(®0> we can suppose that £,£' are 
so chosen that x — Xr •

For any point x e X, let C be a curve from x0 to #, and define 
hx\ G*—>G 'by

(8) a,  = c ' ^ r r ^ .

If Gi is another curve from x0 to x , and Ai.x is the corresponding map, 
then

h f h i tX =
= (c^-if ) [ r - i(c,c r 1)'f ,] ( r ic'f)
= (c» -'0 [x , (c'cr1) ] ( r lcj)
= i . c ^ ) [ x { c c t m - ic{)
= (C#- 1f ) [ r 1(C,CT1)» {](r1C#1) = identity.

This proves that (8) does not depend on the choice of C.

Let Ci be a curve from x0 to x h and suppose Xi is in Fy. Since X  is 
locally arcwise connected, we can suppose, by passing to a refinement 
if necessary, that each Vj is arcwise connected. Let C be a path in Fy 
from Xi to a point x. Using the path CiC from x0 to x, a short calcula­
tion shows that

hx = C'#-'hXlCK



Since C lies wholly in Vj, we can apply the result of §13.6 to obtain

(9) hx(b) = 4>'j(x,'p'jhXl<i>j(x1,'pj{b))), b e G x.

If we define h: B  —» B' by h(b) — hx(b) where x = p(b), then (9) shows 
that h is continuous at x\.

Finally we must check conditions (17) and (18) of §2.5. Suppose 
xi e Fy O  Vk and C is a curve from x\ to x in Vj C\ Vk. As in the 
preceding paragraph, we have

gki(x) = j»khx<t>j,x =  pkC'f- 1hXlCt4>j,x
= ( p ' f i ' ^ L )  ( p ' M lXi) (PjC%-,x).

Use now the first result of §13.6 to yield

8kj(x) =  gkj(x i).

This shows that gkj is continuous; for Vj(~\ V'k contains an arcwise con- 
nected neighborhood of Xi. Therefore h is an equivalence, and the 
theorem is proved.

13.8. Existence of a bundle with a prescribed x- A space X  is said 
to be semi locally 1-connected if, for each point x in X,  there is a neighbor­
hood V of x such that each closed curve in V is homotopic to a constant 
in X  leaving its end points fixed.

T h e o r e m . Let X  be arcwise connected, arcwise locally connected, 
and semi locally 1-connected. Let G be a totally disconnected group, and 
xo e X. Corresponding to any homomorphism x .* 7Ti(X,x0) —> G, there 
exists a principal bundle (B over X  with group G such that % is an element 
of x(CB).

By hypothesis there is an indexed covering {Vj} of X  by open sets 
such that each Vj is arcwise connected and any closed path in Vj is 
contractible in X.  For each j, choose a representative path Cj from x0 
to a point Xj in Vj.

For any point x e V% C\ Vj, choose a curve D from Xi to x in Vi} 
and a curve E  from Xj to x in Vj and define

(10) gji(x) = x iC jE D -'C r1).
If D f,Ef are different choices of D,F, then the closed paths D rD~1fE'E~1 
are contractible in X. This implies that D',£" are homotopic to D,E, 
respectively, with end points fixed. It follows that (10) is independent 
of the choice of D and E.

To prove continuity, suppose Vj. From local connected­
ness, there is an arcwise connected neighborhood A  of x in V ilX V j.  
Let D,E  be as in (10), and let C be a curve in N  from x to a point x'. 
Then DC  and EC are paths in Vt and Vj respectively. It follows from



the independence shown above that

g # w  =  xiCjECC-'D-'C-1).

Since CC~l is contractible over itself into x, it follows from (10) 
that gji(x') =  gjt{x). Thus g# is constant over N . It is therefore 
continuous.

Suppose now that x e V iC \  Vj C\ IT. Let D,E  be as in (10), and 
let F be a path in Vk from xk to x. Then

gkj(x)gji(x) = x(CkF E -lCy1)x(CjE D -1C~1)
=  x(CkFE~1CY1CjED~1C~l)
=  x iC .F D ^C j1) = gki(x).

This proves that the {gji} are coordinate transformations in X.  By 
§3.2, there is a principal bundle (B having these coordinate transforma­
tions.

Let Vo denote a particular coordinate neighborhood of (B containing 
Xo. We can suppose moreover that the corresponding curve Co is the 
constant path. Let £: G —>G0 be the map <j>0,x#. Then p0 =  (T1. 
Define x' • t i (X,Xo) —> G by

x'(C) =  Vo C*l

for any closed path C based at x0. To complete the proof we shall 
show that x(C) =  x'(C) for any C.

Since I  is compact, there exists a finite set

0 =  £0 <  2i <  • • • <  tn+1 =  1

such that C maps [0,£j and [/n,l] int°  and maps [£»,£*+1] (i =  1, • • • , 
n — 1) into a single coordinate neighborhood, denoted by V% for con­
venience. In this way

c  =  c ,c\  • • • C’n

where Co and C'n are paths in F 0, and C'- is a path in Vi from x\ to 
zIhl =  ^9 * * * t n ■” *)• ^et Di be a path in Vi joining the refer­
ence point Xi to the point Xj. Let Ci be the reference curve from x,o to Xi. 
Clearly we have the homotopy

C ^ ( C r0D^1CT1)(C1D 1C[D^CT1) • • •
(Cn_1Z)n_1C L1C:).

Each block in parentheses is a closed path based at x0; and, by defini­
tion of the coordinate transformations in (B, we have

(11) x(<?) =  Sroi(zi)s'i2(a4) • • • 9 n-i,o(x'n).



Introduce the abbreviation & for : G —> G*/. Then 

M9, x'(C') = PoC#? = poC'/C'/ • • ■ C'Jt
{ ) = (PoCftOfolCft,) • • • (Pn-ltCLxCll^).

By the second result in §13.6, we have

= gi-iAxi), (i = l, ■ • • , «-).

Substituting these in (12) and comparing with (11) we obtain x(C) = 
x'(C).

Combining the results of the last two sections, we obtain the
13.9. Classification theorem. Let X  and G be as in %13.8. Then the 

equivalence classes of principal bundles over X  with group G are in 1-1 
correspondence with the equivalence classes {under inner automorphisms of 
(?) of homomorphisms of tti(X) into (?.

As pointed out in §8, the classification of bundles with prescribed 
X ,Y  and G is equivalent to classifying principal bundles over X  
with group G. This means that the above theorem solves the classifica­
tion problem for arbitrary Y  if X  and G are as indicated. I t  solves the 
problem at least in the sense of reducing it to the familiar problems of 
computing wi{X) and finding all equivalence classes of homomorphisms 
7n(X) -> G.

C o r o l l a r y . I f  X  is arcwise connected, arcwise locally connected, 
and simply connected, and i f  G is totally disconnected, then any bundle 
over X  with group G is equivalent to the product bundle.

I t  is only necessary to observe that simply connected implies semi 
locally 1-connected.

13.10. Definition of % fo* a general (?. Now let G be any topo­
logical group and (B a bundle over the arcwise connected space X  with 
group G. The component Ge of the identity of G is a closed invariant 
subgroup of G. The factor group G/Ge is totally disconnected (for Lie 
groups it is discrete). Let rj: G —> G/Ge be the natural map. Let <B' 
be the weakly associated principal bundle over X  with group (?/(?e. 
We define the characteristic class x(®) to be the characteristic class of 
(S'. Then x(®) is an equivalence class of homomorphisms of tti{X) 
into G/Ge.

I t  follows directly that any two associated bundles have the same 
characteristic class. Thus % may be used to distinguish between 
bundles. For example, the last statement of §12.4 can be checked by 
showing that x is non-trivial. For the case of a general group, x(®) = 
x(®0 is not enough to imply that the bundles are associated. Higher 
dimensional invariants are involved.

Later on we will define characteristic cohomology classes of a bundle



for various dimensions. The one considered here reduces to the
1-dimensional cohomology class whenever G/Ge is abelian.

§14. Co vering  Spaces

14.1. Definition of covering. We review here the standard notion 
of covering space and show its relation to the work of the preceding 
article.

Let X  be an arcwise connected and arcwise locally connected space. 
A map p: B —> X  is called & covering if (i) p(B) =  X, and (ii), for
each x e X,  there is an arcwise connected neighborhood V of x such 
that each component of p~x{V) is open in B and maps topologically 
onto V under p. The space B is called the covering space.

Choose an indexed covering f Vj} of X  by neighborhoods satisfying 
(ii). For any b e p~l{V3), let V3(b) be the component of p~l(V3) con­
taining b. If C is a curve in V] from xo to xi, and p(bo) = x0, the 
homeomorphism p\Vj(b0) provides a curve C' in Vj(b0) issuing from bQ 
and covering C. Since V3(bo) is open in B , it follows that there is only 
one curve C' in B which issues from b0 and covers C.

Since the interval I  is compact, any curve C from a point Xo to a 
point xi may be broken up into a finite number of small curves C — 
C1C2 • • • Cn each contained wholly in some V3. If p(b) =  x0, a step­
wise procedure provides & unique curve C' in B which covers C and 
issues from b. If F» = p~l(xi)(i =  0,1), define a map C#_1: F 0 —» Yi
by assigning to b e F 0 the end point in Yi of the curve C’ issuing from b 
and covering C.

Now F 0 is a discrete space. For if x0 e Vj and p(b) =  x0, then 
Vj(b) is an open set of B containing no point of F 0 other than b. It 
follows that is continuous.

Using the inverse path C(t) =  C(I — t) from x± to x0 we obtain a 
map Fi —> F 0. If C' covers C, then C' covers C. It follows from this 
that C#_1 is a 1-1 map and C*~l is its inverse. We now drop the 
exponent —1 and write C#: F i —> F 0.

If Ci is a curve from x0 to xi, and C2 is a curve from Xi to x2, let 
C[ be a curve covering C1 from bo in F 0 to a point bi in F 1, and let 
C'2 be a curve covering C2 from b\ to b2 in F 2. Clearly Ĉ Cg covers CiC2. 
It follows from this that (CiC2) # =  CfC|.

Consider now a homotopy of a curve C from x0 to Xi leaving its 
end points fixed. Let C' be a curve covering C. As in the proof of the 
covering homotopy theorem (§11.3), the homotopy of C m aybe decom­
posed into a finite succession of small homotopies for each of which such 
motion as does occur takes place in a single Vj. Using the local inverse 
maps Vj —> Vj(b), the homotopies are lifted one at a time providing a



final, complete homotopy of Cf which covers the homotopy of C. Since 
the end points of C are fixed, the end points of C' remain in Y 0 and F 1. 
But these sets are discrete, therefore the end points of C' remain fixed 
during the covering homotopy. It follows that C* depends only on the 
homotopy class of the path C.

14.2. The transformation group of F 0. An immediate consequence 
of the above results is that the fundamental group wi(X,Xo) becomes a 
group of transformations of the fibre Yo over xo under the operation C*.

For any point b e F 0, the map p induces-a homomorphism

p * : tti(J5,6) —> xi(Z,*o)

defined by assigning to each closed curve Cr based at b, the image curve 
pCf based at x0. In fact, p* maps Ti(B,b) isomorphically into tti(X,Xo) ; 
for, if pC ' is contractible to Xo leaving its ends fixed, a covering homo­
topy does the same for Cf.

Let H be the intersection of the image groups p* (wi(B,b)) as b ranges 
over Yo. We assert: a eTn(X,Xo) induces the identity transformation of 
Yo if  and only if  a is in H. For if a is in H, then, for any b in F 0, a is 
represented by a curve pC ' where C  is a closed curve issuing from b. 
By definition, (pC')# must map b on itself. Conversely suppose C 
represents a, and a leaves b fixed, then the curve Cf issuing from b and 
covering C must end at b. Hence a e p*(wi(B,b)). If this holds for 
each b, then a eH .

Let G be the factor group tti(X,Xo)/H, and let x- ti(X,xo)  —> G 
be the natural homomorphism. The above result shows that G is an 
effective transformation group of F 0. We assign to G the discrete 
topology so that G is a topological transformation group of F 0.

14.3. Bundle structure theorem. The covering map p: B —» X  
admits a bundle structure with fibre Y o, group G and characteristic class % 
as defined above.

We use {Vj} defined in §14.1 as coordinate neighborhoods. For 
each jj let Cy be a curve in X  from a point Xj in Vj to x0. For any x in 
Vj, and p e F 0, choose a curve D  in Fy from x to Xj and define

*(*,») =  D*Cf(y).

Now a curve D' covering D  and ending at Cf(y) must lie in the com­
ponent Vj(Cf(y)). Since p maps this component topologically onto Fy, 
we obtain two results: (i) <t>j(x,y) is independent of the choice of D , and 
(ii) for a fixed y, 4>j is the inverse of the map p of Vj(Cf(y)) onto Fy. 
As Fy X y  is open in Fy X F 0, it follows that <j>j is continuous. Clearly 
p<t>j{x,y) =  x. The map py: p~'l(Vf) —■» F 0 is obtained by mapping 
each component of p_1(Fy) into its intersection with p~l{xj) and then



applying C f”1. Then =  y. Therefore is a coordinate
function.

Suppose now that x z Vi (~\ Vj. Let A*,A* be curves in VijVj from 
x to Xi,Xj respectively. By definition

g# ( * ) • *  =  C *-lD*-'D *Ct{y)  =  (C -'D -'D M 'iy )  
=  x iC p D ^ D M - y .

Hence ga{x) is in G. Choose now an arcwise connected neighborhood 
N  of x in Vi Vj. If xf e N, let E  be a curve in N  from x' to x. Then

C fD fE - 'E D iC i  ~  C fDj'D iCi,

which shows that gji{x') =  gaix). Thus gji is constant over N ; and 
therefore continuous over Vi H  Vj.

This establishes the existence of the bundle structure. The bundle 
structure provides an operation C* as defined in §13.3. Due to the 
uniqueness of curves Cf covering C, this operation must coincide with 
the C* defined in §14.1. Therefore the x of §14.2 coincides with that 
of §13.5.

14.4. The classification of coverings. Any bundle over X  having a 
discrete fibre is easily seen to be a covering of X.  As a consequence 
there is a complete equivalence between coverings and a special class of 
bundles. One who is familiar with the classical theory of covering 
spaces will recognize the classification theorems of §13 as an extension 
to bundles of the similar theorems for covering spaces. We have 
merely repeated the classical arguments step-by-step and made the 
observation at each stage that bundle structures are preserved. We 
shall review some additional facts about covering spaces and reinter­
pret them in terms of the bundle structure.

14.5. Suppose the covering B of X  is arcwise connected (this is 
sometimes incorporated in the definition of a covering). Let b0,bi be 
two points over Xo, and let C  be a curve in B from bi to bo. If C = pCr, 
it follows from the uniqueness of covering curves that C# carries b0 into 
&i. This means that G operates transitively on F 0. Fixing a point bo, 
the map r: G —» Yo given by r(g) — g-b0 provides a representation of 
Y 0 as a left coset space of G. Then the composition r%: miX^xo) —> 
Yo represents Yo as a left coset space of wi(X,Xo). The subgroup of 
this representation is readily identified as the isomorphic image of 
Tn(B,bo) under p*. Denote it by H(bo). For a curve C operates 
trivially on 60 if and only if it is covered by a closed curve issuing from b0.

If the base point b0 is changed to bi in F 0, the subgroup H(bo) will 
usually change. Let C' be a curve in B from bi to bo, C the curve it 
covers, and a the element of the fundamental group represented by C.



Let D  be a closed curve representing in Ti(B,bi). Then C'~lD fC' is a 
closed curve issuing from bo and represents an element y  in Ti(B,bo). 
Since C' ^D'C' covers C~lDC  it follows that

p *(y )  =  o r l/p *(fi)a .

This means that H(bi) is conjugate to H(b0) under a . Conversely, if 
Hi =  aH(bo)a~1) and we set &i =  a(b0), it follows quickly that H i  =  
H(b i).

Summarizing, i f  B is arcwise connected, then B determines a class 
of pairwise conjugate subgroups of tti{X,Xo), these are the isomorphic 
images of in{B,bo) under p* for all bo in  Fo.

Conversely, if we start with X ,x 0 and a conjugacy class {H\ of 
subgroups of 7ri(X,xo), we choose one of them, say H i,  and define F 0 to 
be the left coset space of m  by Hi. Let H 0 be the intersection of the 
subgroups {H}, G =  m/Ho, and x- tti —» (r the natural map. If X  is 
semi locally 1-connected, then the existence theorem 13.8 provides a 
principal bundle with x in its characteristic class. The associated 
bundle with fibre F 0 will then be a covering of X  such that {p*iri{B,bo) }
=  \H\-

The classification theorem 13.9 yields now the classical result that 
equivalence classes of coverings of X  are in 1-1 correspondence with 
conjugacy classes of subgroups of t i (X).

14.6. Regular coverings. A covering p : B  —> X  is said to be 
regular if the group G =  tti/ H o is simply transitive on F 0. This means 
that G may be identified with F 0 so that its operations on F 0 correspond 
to left translations. It follows that the corresponding bundle struc­
ture is that of a principal bundle. The converse is evident. There­
fore regular coverings of X  coincide with principal bundles over X  which 
are arcwise connected and have discrete groups.

If the covering is regular, then Ho is the kernel of rx : tti —» Fo. As 
shown in §14.5, this kernel is H(bo). Since this holds for each bo in F 0, 
it follows that all the subgroups H(b) coincide with the invariant sub­
group Ho. Conversely, if H(bo) =  Ho, then the kernels of x and rx 
coincide; so r is a 1-1 map. Thus regular coverings of X  correspond to 
invariant subgroups of t i (X).

If the covering is regular, we have seen that it is a principal bundle. 
According to §8.11 the* right translations of B by elements of G map 
each fibre on itself and provide an anti-representation of G as a trans­
formation group of B. In the classical theory, these right translations 
are referred to as covering transformations (deckbewegungen) of B.

14.7. The universal covering. Let H  and H' be two subgroups of 
t i(X) such that H Z) H', and let B,Bf be the corresponding coverings.



According to §9.6, there is a natural map v: B' —> B such that pv =  p', 
and p is the projection of a bundle structure having H /H '  for fibre. 
Since H /H '  is discrete, v: B r B is a covering. Thus, the lattice of 
subgroups of tti(X) corresponds to a lattice of spaces and covering maps. 
The covering of X, which corresponds to H =  the identity element of 
tti(X), is called the universal covering. It covers every arcwise con­
nected covering.



Part II, The Homotopy Theory 
of Bundles

§15. h o m o t o p y  Gr o u p s

15.1. The role played by the fundamental group in §13 indicates 
that their higher dimensional analogs—the homotopy groups of 
Hurewicz—should be of considerable importance in the study of 
bundles. This section is a brief resume of homotopy groups. Basic 
definitions and principal properties will be stated in detail. Proofs will 
only be indicated. For a fuller exposition see [55].

15.2. Definitions. The definition of the nth homotopy group of a 
space, 7rn(X,xo), is strictly analogous to that of the fundamental group. 
We replace the interval 7 = [0,1] by the n-cube I n consisting of points 
t =  (hj • • • , tn) in euclidean n-space such that 0 ^ U g  1 (i  — 1,
• • • ,n).  An (n — 1)-/ace of 7W is obtained by setting some U =  Oorl .  
The union of the (n — l)-faces forms the boundary t n of 7W. We con­
sider maps of 7n into X  which carry 7n into Xo, then the elements of 
TTn(X,Xo) are homotopy classes of such maps.

If the boundary of an n-cube is pinched to a point, we obtain a 
configuration topologically equivalent to an n-sphere S n and a refer­
ence point y0 on Sn. It follows that one might equally well define 
an element of irn as a homotopy class of maps of Sn into X  with yo 
mapped into Xo. Although the use of the n-sphere as “ anti-image” 
is pictorial and suggestive, it does not lend itself well to the various 
constructions which must be made. Also, when n >  1, a new element 
enters. One may define a relative homotopy group of X  modulo a 
subset A, analogous to the relative homology group; and this requires 
the use of the n-cube as anti-image. The relative groups include the 
non-relative as a special case; hence we define only the former.

The initial (n — l)-face of 7n, denoted by 7n_1, is defined by tn =  0. 
The union of all the remaining (n — l)-faces of 7n is denoted by J n~l. 
Then

/ n  =  J n - 1  \J Jn~ 1, In-1 =  Jn—1 ^  Jn-1.

Let X  be a space, A a subspace of X, and x0 a point of A. By a map

(1) /:  (7* ,7 -1 ,7 -1 ) -> (X ,A,*0)

is meant a continuous function from I n to X  which maps I n~l into A, 
and J n~l into Xo. In particular, it carries 7n into A and 7n-i into
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£o. We denote by Fn(X,A,x0) (briefly: Fn) the set of all such func­
tions.

If f hf 2 are in Fny their sum f i  +  f 2 is defined by

r/  , f  im  _  I t2, • • ■ , Q  0 ^  h  g  1/2,
(2) [/i +  M t )  -  j ^  . . ftn) 1/2

Ifn  ^  2, and^i = 1 / 2, then both lines reduce to Xo. H ence/i +  / 2isin  
Fn when n ^  2. This is also true when n =  1 providing A  =  x0.

Two maps/o,/i of Fn are homotopic in Fn\ in symbols/ 0 — /i,  if there 
exists a m ap/: I n X I  —■► X  (where 7 is the interval 0 ^  r ^  1) such 
that /(£,0) = /o(0> /(^ l)  =  / i (0 ,  and, for each r, the map / T: 7n —» X, 
defined by fT(t) = f { tyr)y is in Fn. With a suitable function-space 
topology in Fny this can be expressed by saying th at/ 0 a n d /i are joined 
by a curve in Fn.

The homotopy relation is reflective, symmetric and transitive. 
It thereby divides Fn into mutually exclusive equivalence classes called 
homotopy classes. These classes are the elements of the set Trn(XjA,Xo).

If /i  (i =  1,2) in Fn, one can combine the two homotopies to 
provide a hom otopy/i +  f 2 ^ / [  +  f 2. Therefore, if a,p are elements 
of 7r«, all sums f i  +  f 2 for f i  in a and f 2 in 0 lie in a single homotopy 
class 7 of 7rn. We define addition in wn by setting a +  0 — y.

With respect to this addition, 7rn is a group. The associative law is 
proved by exhibiting a homotopy (/i +  f 2) +  / 3 c ^ /i +  (J2 +  / 3). 
This is based on a homotopy of the £i-axis which stretches [0,1/4] into 
[0,1/2], translates [1/4,1/2] into [1/2,3/4], and contracts [1/2,1] into 
[3/4,1].

The zero of the group is the homotopy class of the constant map: 
/o ( /n) =  £o. The relation/ 0 +  f  — f  for any /  is proved by deforming 
the ^-interval so that [0 ,1/ 2] shrinks to 0 and [1 / 2,1] expands into [0,1].

Even more, a map /  in Fn which carries I n into A represents the zero. 
This is seen as follows. Let h be a homotopy of I n over itself which 
contracts it into the face tn — 1. Such a homotopy is given by

h(t,r) = (̂ i> ’ * * , tn-i,( l — r)tn +  r).

Then hl(tyT) =  f(h(t,r)) is a homotopy in Fn of /  in to /0.
If /  is in Fn, then

f(t) =  / ( l  -  h, t2, • • • , tn)

is also in Fn, and /  +  /  and /  +  /  are both homotopic to the constant 
map. S ince/ =  / ,  it is enough to prove this for/  +  /. The construc­
tion of the homotopy is indicated by Fig. 3. Along the dotted line



h(t,T) is constant and has the value t2, • * • , tn). As tfx ranges 
from 0 to 1 /2 , the dotted line sweeps out the (ti,r) square and defines h 
completely. It follows that /  represents the negative of the element 
represented by /.

15.3. Commutativity. The group t n(X,A,xo) is called the n di
men­

sional, relative homotopy group of X  mod A with base point Xo. It is 
always defined for n ^  2. In case A — x0, it is defined for n =  1 and 
coincides with the fundamental group xi(X,Xo). In general when 
A  =  x0, we write 7Tn(X,xo).

The additive notation has been used because wn(X,xo) is abelian 
for n >  1, and Tn(X,A,x0) is abelian for n >  2. The proof of this for 
n =  3 is indicated by Fig. 4. We choose a homeomorphism between

F ig . 4.

the 3-cube and a solid cylinder so that the plane ti =  1/2 corresponds 
to a diametral plane. A rotation of the cylinder through 180° will 
interchange the two halves. Under the homeomorphism this cor­
responds to a “ rotation” of the cube. I f /  is any map of the cubS, the 
composition of /  and this rotation is a homotopy of /  into a map f r. 
Since the rotation interchanges the two halves we obtain, fo r /1,/2 in Fz,

/x +  / 2 ~  ( /r +  f 2y  =  +  f[  ~ / 2 +  / i

which is the desired result.



When n =  2, the rotation homotopy does not keep the set J 1 at Xo. 
However it does move it in A .  So if A = x0, the same argument shows 
that ir2(X,x0) is abelian. The proof for n >  3 is the same; the rota­
tion is in the ( t i , t 2) -plane, the remaining variables do not enter the 
construction.

15.4. The boundary operator. The boundary homomorphism

(3) d: Tn(XjA}Xo) —> Tn-l(AjXo)

is defined by choosing a map /  representing a  in Tn and restricting /  

to the initial face 7n_1 of 7n. Since /  maps J n~l into x0, it maps 7n_1 into 
Xo] therefore /  restricted to I n~l is a map df: (7n-1,7"~2,J n_2) —>
(A,x0yx0).

A homotopy of / 0 into f i  in F n restricted to 7n_1 X 7 provides a 
homotopy of d f 0 into d f i  in F n~l {Ayx 0). Therefore / —> d f  induces a 
mapping of homotopy classes. It is obvious that d (/i + / 2) =  dfi +  
df2. Thus (3) is defined and is a homomorphism.

15.5. The induced homomorphism. Suppose h  is a map of X  into 
Y  which carries A  into a subset B  of Y  and xo  into y 0 (this is written 
h :  ( X , A , x 0) —> (F,5,2/o)). For any /  in F n (X ,A ,X o ) ,  the composition 
h f  is i n F n ( Y , B , y o ) .  A hom otopy/ of /o in to /i in F n ( X }A , x 0) composes 
with h  to provide a homotopy h f  of h f o  into h f i  in F n ( Y , B , y 0) .  In this 
way h  defines a mapping

(4) h*: Trn{X yA yXo) —> irn(YyB yyo)

of homotopy classes. Since h(fi +  fz) = hfi +  hf2 it follows that h* is 
a homomorphism. It is called the homomorphism induced by h.

15.6. Elementary properties. The groups 7rn and the two types of 
homomorphisms, d and h*y have basic properties similar to those 
possessed by homology groups and their homomorphisms. To 
state these we need one definition. Let i: (A,zo) (X,xo) and
j : (X,x0,Xo) —> (X,A,xo) be inclusion maps (i.e. i{x) =  j(x) =  x). The
infinite sequence of groups and homomorphisms

d i* j* d
• • • — > Tn(A ,x 0)  — > irn(XjXo) — » Trn(X,A,Xo) — » Trn- i ( A ,x 0)

(5)
7* 3 i*

• • * —> 7T2(X,A,Xo) “ > 7Ti(A,^o) —► 7Ti(X,a:o)

is called homotopy sequence of (X,A,a;o). The basic properties are 
as follows:

1°. I f  h is the identity map of (X,A,£0), then A* is the identity map of 
WniXjAjXo).



2°. I f  A: (X ,A,xo) —> (Y,B,y0) and k: (Y,B,y0) —> (Z,C,z0), JAera 
(AA)* =  A* A* /or each dimension.

3°. I f  h: (XjA,x0) —> (Y,B,y0) and A': (A,x0) —» (J5,t/0) the map 
h restricted to A , JAen dA* =  A*d.

This means that commutativity holds in the following diagram for 
each n ^  2.

A*
T»(X,A,:eo) —> x»(F-,B,y0)

id  |d
A*

7Tn-l(A,Xo) —> 7rn-l(B,2/o)

4°. TAe homotopy sequence is exact.
This means that, at each term of the sequence (5) except the last, 

the image of the homomorphism on the left coincides with the kernel 
of the homomorphism on the right.

5°. I f  the maps A and k of (X,A,xo) into (Y,B,yo) are connected 
by a homotopy which maps A X I  into B and x0 X I  into y 0, then A* and 
A* coincide for each n.

6°. I f  X  consists of a single point x0, then for each n , 7rn(X ,#o) contains 
only the zero element.

The proofs of these six properties are entirely straightforward. 
The most difficult is 4° which requires proving “ kernel =  image” in 
three different cases. As an example, let us prove that the image of J* 
equals the kernel of d in xn(X,A,^o). Suppose /  in Fn(XjXo) represents 
a in wn(X,Xo). Then /  is an element of Fn(X,A,x0) and represents j*a. 
By definition of Fn(X,x0), /  maps I n~l into x0. Therefore df — f \ l n~x 
maps I n~l into Xq, so df represents the zero of 7tw-i(A,xo). This proves 
dj*a =  0, or image (/*) C  kernel (d).

Suppose now that /  in Fn(X,A,x0) represents a and that da =  0. 
Then df is homotopic to the constant map. Let A: (7n_1 X I , I n~l
X / )  —> (A%xo) be such a homotopy. Extend A over I n X 0 by A(Z,0) =  

f(t), and extend A over J n~l X I  by h{t,r) =  f(t) =  x0. Then A is 
defined on E =  (I n X 0) U  ( / n X 7). Now E  is just an n-cell on the 
boundary of the (n +  l)-cell 7n X 7. Therefore there is a retraction r 
of 7n X 7 into E  (see *§12.1). Then rh: (7n X 7,7n_1 X 7 ,Jn_1 X 7) 
—> (X,A,x0) is a homotopy in Fn(X,A,xo) of /  into a map / '  which 
carries 7W into x0. T hen/' is in Fn(X,x0) and represents an element jd 
of 7rn(X,a:o) such that =  a. Thus image (j*) D  kernel (d). This 
completes the proof of exactness at the term 7rn(X,A,£o).

There is a very useful extension of the notion of homotopy sequence



to that of a triple (.X ,A ,B ) where X  3  A D  B and the base point Xo is in 
B. It is the sequence

i* j * d
• • • —> T n ( A , B ) —> 7Tn(X ,jB )  —> 7rn( X , A )  —> 7rn- l ( A , j B )  —> * * ’

where i  and j  are the indicated inclusion maps. The operator d is the 
composition

d k*
 ̂ n—1 (A) —> Wn-l(A,B)

where k is the inclusion map. The sequence ends with t 2(X,A). It 
reduces to the sequence of a pair when B is a point. Just as 4° is 
proved, one can show:

7°. The homotopy sequence of a triple is exact.
This may also be derived in a purely algebraic fashion from proper­

ties 1° to 4°.
15.7. A map h: (X ,A fxo) —> (X',A',Xq) induces maps hi: (X,xo)

—> (X',Xq) and h%\ (A,xo) —> (A',Xo). All three induce homomor- 
phisms of their corresponding* homotopy groups. This leads to the 
diagram

i* J* ■ d
—>7rn(A ,o;o) —> 7rn(A ,X o ) —> 7rn(A ,A ,o ;o )  —> 7rn_ i(A ,:r o )  —>

(6) JA2* «t̂ 2*

-> irn(A ',4 )  -> x .(X ',4 )  ->Tn(X',A',ati  -> t t ^ A ' / o )

Properties 2° and 3° above imply that commutativity holds in each 
square of the diagram. This is called the homomorphism of the homot­
opy sequence of (X,A,xo) into that of (X 'jA 'X ) induced by h.

If h is a homeomorphism, it follows from properties 1° and 2° that h 
induces an isomorphism of the homotopy sequence onto the other.

15.8. Homotopy groups of cells and spheres. A map h: (X,A,xq) 
—» (X',A',xJ) is called a homotopy equivalence if there is a map k: 
(X',A',xf0) —> (X ,A,xo) such that kh and hk are both homotopic to the 
identity maps of (X,A,£0) and {X ',A \x q) respectively. (The homot­
opies must move the subsets A,A' on themselves and leave xo,x0 fixed.) 
It follows quickly from 5° that a homotopy equivalence induces an 
isomorphism of the one homotopy sequence onto that of the other.

In particular, if the identity map of (X,A,x0) is homotopic to the 
constant map of (X,A,x0) into xo, then, by 6°, all the homotopy groups 
of (X fA,x0) contain only the zero.



An open or closed q-cell E  is contractible to any one of its points, 
therefore wn(E,x0) = 0 for all n and any x0.

Let (E,S) be a closed g-cell and its boundary, i.e. a homeomorph of 
(I q, I q). Let Xo be a point of S. In the section

j* d i*
Tn(E) — » TTn(E ,S) —> Tn- l( S )  ~ > Wn-l(E )

of the homotopy sequence, the vanishing of irn(E) implies that the 
image of /* is zero. By the exactness property, the kernel of d is zero. 
The vanishing of 7rn- i (E) implies that 7rn- i (S) is the kernel of i*. By
the exactness property, the image of d is Wn-i(S). It follows that

(7) dl Tn(E,S)

The argument just given proves a more general statement: i f  
every third term of an exact sequence is zero, then the remaining adjacent 
pairs are isomorphic.

The homotopy groups ttq(Sn) of an n-sphere are zero for q <  n. To
prove this, one triangulates I 9 and Sn. Then, for any /  in F9, the
simplicial approximation theorem provides a homotopic m ap/' which is 
simplicial. Hence / '  (7q) lies in the g-dimensional skeleton of Sn. Since 
q <  n, f ( I q) fails to contain some point x of Sn. But Sn — x is an 
open n-cell and is contractible. It follows that / '  is homotopic to a 
constant.

15.9. The first non-zero homotopy group of Sn is the nth and this group 
is infinite cyclic.

This is a special case of a more general result. Let H n(X ,A ) denote 
the nth relative homology group (in the singular sense) of X  mod A 
based on integer coefficients. The group i7„(/n,7n) (abbreviated by 
Gn) is infinite cyclic. A generator un of Gn is just an “ orientation” of 
I n. We select the generators un, for each n, so that the orientation of 
jn -i positively incident to that of I n. If a is in wn(X,A,x0), a n d /  
represents a, then /  induces a homomorphism/*: Gn —► H n(X,A).  
Define <£(a) = f*un. Since /* depends only on the homotopy class of 
/ ,  (f) is uniquely defined. We obtain in this way a map

(8) 0: Trn(X,A,xo) —3► H n(X,A)

called the natural homomorphism.
To prove that it is homomorphic, observe that the plane section Q 

defined by h =  1 /2 divides I n into two n-cells Ci,C2. Then H n(In,In 
\J  Q) decomposes into the direct sum of two subgroups Gfn,G” isomor­
phic under the inclusion maps to H n{Ci>Ci) and i7«(C2,C2). These



groups are infinite cyclic. One may select generators uhu2 of these 
groups which map into un under the maps hi: Ci —» I n, h2: C2—> I n
defined by t i~^2ti  and Zi—>2/i — 1 respectively. Let u'f u" cor­
respond to u\,u2 in Gfn, G". One proves immediately that the inclusion 
map k : (I n,In) (I nJ n \J  Q) carries un into u' +  u". If / 1,/2 are in
Fn, th en /i +  f 2 carries Q into xo, defining thereby a map/: (7n, / n U  Q)
—> (X ,A ). Using standard properties of the homomorphisms of
homology groups induced by mappings, we have

( / l  + / 2)*.tt« = (fk)*Un = f*k*un = U(u'  +  u")
= f*u' +  f*u" =  +  (f 2h2)*u"
= /l*fti*W' +/2*/l2*'W" = /l*Wn +/2*^n.

The homomorphism <£ is natural in the sense that it commutes with 
the operations h* and d of both homotopy and homology groups. 
Specifically commutativity holds in the diagrams

h*  d
i rn ( X , A , x 0) —> T n ( Y , B , y o ) ,  Tn ( X , A , x 0) —» 7rw-i(A ,£o)

i<*> U  i<*> 14>
h* d

Hn(X,A) -> ffn(F,B), Hn(X,A) -> i7n_i(A)

In particular <£ is a homomorphism of the homotopy sequence of 
(X ,A,x0) into the homology sequence of (X,A).

We may now state the
15.10. Isomorphism theorem of Hurewicz. Let the subspace A 

of X  be arcwise connected, and let X  and A be simply-connected. Let 
iri(XjA,Xo) =  0 for 2 S  i  <  n. Then

<j>: Trn(X,A,xo) «  H n(X ,A ).

The proof is too long to give here (see [55]).
The result implies HP(X ,A ) =  0 for 1 ^ p <  n. For, since 7u =

0 for i  <  p , it follows that <#> maps np isomorphically onto H p. Con­
versely, if the first two hypotheses on X  and A are satisfied and Hi =  0 
for 2 g  i  <  ft, the result may be iterated to prove that 7n =  0 for
1 =  2, then i  = 3 and so forth up to n. It follows that the third 
hypothesis can be replaced by Hi(X,A) = 0 for 2 ^  i  <  n, and the 
conclusion still holds.

The Hurewicz theorem can be paraphrased by saying that the first 
non-zero homology group and the first non-zero homotopy group have the 
same dimension and are isomorphic under <j>.

The result applies immediately to the n-sphere Sn to show that



TTn(Sn) «  H n(Sn) is an infinite cyclic group. In the same way, if 
(EnySn~'1) is an n-cell and its boundary, Tn(EnfSn~1fXo) «  H n{En,Sn~l) is 
infinite cyclic. In Part II, we shall use only these two cases of the 
Hurewicz theorem.

In general, the problem has not been solved of computing the 
homotopy groups of even simple spaces such as complexes and spheres. 
Only by special devices in special cases have answers been obtained. 
As will be shown later, certain bundles play an important role in com­
puting several homotopy groups. (See App. sect. 4.)

15.11. The use of cells and spheres as anti-images. There are a 
number of standard homotopy “ tricks” used in connection with 
homotopy groups. We give these here.

An n-cell and its boundary, denoted by (En,Sn~J), is a space and 
subspace homeomorphic with (In, / n). In particular the euclidean 
n-cell, defined by ^  1, and its boundary, 2 ”̂  = 1, is such a pair; 
and it is regarded as the prototype. One therefore speaks of Sn~l as 
an (n — 1)-sphere; also of a point x0 interior to En as an origin; and of 
radial lines from x0 to points of S n~x. This language is based on a 
definite homeomorphism with the euclidean n-cell.

Let (E,S) be an oriented n-cell, i.e. an orientation of (E,S) is a 
selection of a generator vn of H n(E,S). Let y 0 be a reference point of S; 
and le t /b e  a map (E,S,yo) —> (X,A,Xo). We choose a map

k:  ( / » , / * - ’L, J - 1) - 4  (E,S,yo)

such that k*un =  vn. We may even suppose that k maps I n~l — I n~l 
topologically onto S — y 0 and I n — I n topologically onto E — 3; for 
if J n~l is pinched to a point, the resulting image space of ( / n,7n-1, / n_1) 
is homeomorphic to (E,S,yo). Compose /  and k to obtain fk  in Fn. If 
kf is a second map with the properties of k, then k*un =  k*un implies, by
15.10, that both k and ¥  represent the generator of 7rn(2£,S,2/o). There­
fore k c^k'  in Fn(E,S,y0). Thus, the homotopy class of fk  depends 
only on /  and determines a unique element c(f) in ttn(X,A,xo) which is 
called the element of irn(X,A,#o) represented by / .  A homotopy of /  
keeping S  in A  and y 0 at Xo provides a homotopy of fk. Thus c{f) 
depends only on the homotopy class of /.

If a map / '  in Fn(X }A,xo) is given, let /  =  f ' k r 1. Although k~x 
is not single-valued, /  is single-valued and continuous. It follows that 
any / '  is of the form fk. Therefore any element of wn(X jA }Xo) is a
c(J)-

All of this means that we might have used homotopy classes of 
maps of (E,S,y0) into (X ,A ,z0) in defining irn. The virtue of the fixed



choice of the n-cube lies in the ease of defining the addition of functions 
and the boundary operator.

In the original definition that Hurewicz gave of the absolute group 
Trn{X,Xo), the elements were homotopy classes of maps (S n,y0) —> (X,x0) 
where Sn is a fixed n-sphere. The correspondence is set up in a similar 
way. Let Sn be oriented by a choice of a generator vn of H n(Sn). 
Choose a map k : (I nJ n) —> (Sn,yo) such that k*un =  vn, and k maps
I n — I n topologically onto Sn — y 0. Any /:  (Sn,yo) —» (X ,x 0) com­
poses to give fk  in Fn(X,x0). As above the homotopy class of fk  
depends only on /, so that/  represents a unique element c(f) in 7rn(X,x0). 
It depends only on the homotopy class of /. If f  in Fn is given, then 
/  =  f k r 1 is a single-valued continuous map; therefore any element pf 
TTn(X,Xo) is a c(/). Thus c(f) sets up a 1-1 correspondence between 
Tn(X,Xo) and homotopy classes of maps of (Sn,yo) into (X,x0). It is to 
be emphasized that c(/) depends on the orientation of Sn. A reversal 
of orientation replaces c(/) by its negative.

Let E be an (n +  l)-cell whose boundary is Sn, and /:  (Sn,yo) —>
(X,x0). If /  is extendable to a map of E  into X y then c(f) = 0; for 
Sn is contractible over E into yo, and the image of this homotopy 
contracts /  into the constant map. Conversely a homotopy of /  to the 
constant map yields an extension of /  over E. One maps the center of 
E into xo and each radial line into the path followed by its end point 
under the homotopy. Thus, c(f) =  0 if and only i f f  is extendable over 
E.

15.12. Direct sum theorems. We derive now three useful conse­
quences of the exactness of homotopy sequences.

Let A b e  a retract of X , and f: X  —» A a retraction. Let i: A —» X  
and j: X  —> (X,A) be inclusion maps, and let xo e A. Then

7Tn(X) «  Tn(A) +  7r„(X,A), ^  2.

Precisely, wn(X) decomposes into the direct sum of two subgroups M  and N  
such that i* maps irn{A) isomorphically onto M, and j * maps N  iso- 
morphically onto w„(X,A).

Define M  to be the image of i* and N  to be the kernel of /* : 7rn(X) 
—> wn(A). Since f i  is the identity map, so is (/i)* = /*&’*. This proves 
that r n(X) decomposes into the direct sum M  +  N  and that i* maps 
wn(A) isomorphically onto M. Since the kernel of i* : 7rn-i(A ) —> 
Xn-i(A) is zero, by exactness, so also is the image of d : tn(X,A) —> 
t u- i(A). Therefore the kernel of d =  image of j* 'is  the whole of 
wn(XjA). Since M  is the kernel of /*, it follows that j * maps N  iso­
morphically onto wn(X,A).



15.13. Let the identity map of X  be homotopic, leaving x0 e A fixed, to 
a map f: X  —> A, then

TTn(A) ^  7rn(X) +  Tn+i(X,A), n ^  2.

Precisely, 7rw(A) decomposes into the direct sum of two subgroups M  and 
N  such that i* maps M  isomorphically onto 7rn(X), and d maps 7r„+i (X,A)  
isomorpkically onto N.

Define M  to be the image of /*: Tn(X) —> Tn(A). Since if  is 
homotopic to the identity map of X , (if)* =  i*f* is the identity. 
Therefore i* maps M  isomorphically onto t u(X). If N  denotes the 
kernel of i*, it follows that7rn(A) = M  +  N. Since i* maps 7rn+i(A) 
onto Tn+i(X ), exactness implies that irn+i(X) is the kernel of j*, and, 
therefore, zero is the image of j *. Exactness again implies that d maps 
Tn+i(X,A) isomorphically into tn(A). Since N  =  kernel (i*) =  
image (d), the result is proved.

In the case n — 1, the same argument carries through except that 
M  need not be an invariant subgroup. However N  is invariant and 
we have the isomorphisms of M  and N  with 7n(X) and W2(X }A) respec­
tively. Furthermore each element of xi (A) is uniquely expressible as a 
product of an element of M  with an element of N.

15.14. Let the inclusion map i: A —> X  be homotopic in X, leaving 
Xo fixed, to the constant map f(A)  = x0. Then

wn(X,A) «  wn(X) +  Xn-i(A), n ^  2.

Precisely, Tn(X,A) decomposes into the direct sum of two subgroups M  and 
N such that d maps M  isomorphically onto xn-i(A ) and j * maps irn(X) 
isomorphically onto N.

Define N  to be the image of j *. The constant map /  induces the 
zero homomorphism of ttp(A) into irp(X). Since i c ^ f  the same is true 
of i. Hence kernel (i*) =  image (d) is irp(A). Thus d is a homomor­
phism onto for each p. Since image (i*) = 0 so also is the kernel of j *. 
Taking p =  n, we have that j* maps x n(X) isomorphically onto N. 
Thus by the use of exactness, we have shown that irn(X yA) is a group 
extension of j« _ i( i)  by wn(X). To establish a direct sum we must 
use the definition of the homotopy group.

Let h: A X I  —* X  be a homotopy of i  into /  so that h(xo,r) = x0 
for all r. If g is in Fn~1(A,x0), define

(hg)(t\, , tn) — h(g(th , tn..i),£n)*

It follows that hg is in Fn(X yA,xf). It is easily checked that the opera­
tion g -* h g  preserves addition and the relation of homotopy. Thus, h 
induces a homomorphism h* : xw~i(A) irn(X,A). Since dhg =  g for



every g, it follows that dh* is the identity map. Define M  to be the 
image of ft*. If n ^  3, all groups considered are abelian, and the 
proposition has been proved. When n — 2, we must show that M  is 
invariant. If /  e F2(X,A,x0), define kf e F2(X,x0) by

Then k induces a homomorphism fc* : 7rn(X,A) —> 7rn(X), and M  is the
kernel of fc*.

15.15. Comparison of homotopy and homology groups. At this 
point it is worthwhile to compare homotopy groups with homology 
groups. Just as in the case of homotopy groups, there are relative 
homology groups H n(X,A). However they do not involve the base 
point. In addition they are defined for the dimensions 0 and 1, and 
are abelian in all dimensions. A boundary operator d and induced 
homomorphisms h* are also defined for homology groups. Further­
more the system Hn,d,h* satisfies the analogs of properties 1° to 6°.

Up to this point homology theory and homotopy theory bear a 
strong formal resemblance. Homology satisfies a seventh property 
called invariance under excision. If X  = A \J  B,  a n d /is  the inclusion 
map of (A,A P  B) in (X,B), then /*: Hn(A,A  P  B) «  H n(X,B ) for 
every dimension. In our axiomatic approach to homology theory, 
Eilenberg and the author have shown that all seven properties char­
acterize homology theory completely for triangulable spaces. The 
homotopy groups are not invariant under excisions. A counter­
example is provided by the 2-sphere S 2 where A and B are upper and 
lower hemispheres. We shall see in article 21 that irz(S2,B) «  7r3(S2) is 
an infinite cyclic group, and that 7r3(A,A P  B) «  ir2(S1) is zero.

Their different behaviors under an excision is the chief distinguish­
ing feature of homology and homotopy. The fact that homology 
groups of triangulable spaces are readily computable while the homo­
topy groups are not is just a reflection of this difference. An unsolved 
problem is to determine properties of homotopy groups (additional to 
the six listed) which are characteristic of homotopy theory.

16.1. The isomorphism of wn induced by a curve. If A is arcwise 
connected, we will show that 7rn(X,A,£0) is independent of the choice 
of the base point x0 in A. Precisely, if C: I  —> A is a curve from x0 to 
x\ in A (A need not be connected), we can assign to C an isomorphism

A(/(*i,0) ,l  -  2*,), 
/(M *2 -  1),

0 ^  *2 ^  1/2, 
1/2 ^ * 2 ^ 1 .

§16. The  Operations of tti on tt„

a ) C*: Tn(X ,A,x j) «  xn(X,A,xo)



with the following two properties: If Cx is a curve from x0 to x h and C2 
is a curve from Xi to x 2, then
(2) (CiCt)* =  C i d
If C and C' are two curves from xQ to x\ and C is homotopic to C' leav­
ing its end points fixed, then C* = Cr*.

The idea of the construction is simple. If /  represents an element 
of TTn(X ,A }x i), we construct a homotopy o f /  which (i) moves J n“ 1 along 
C_1 into xo keeping the image of J n~l a point at each stage, and (ii) 
deforms I n~l over A. The final map represents therefore an element 
Of 7Tn(X,A,£o).

To construct the homotopy h, we set
(3) W )  = /(* ), tB l* ,

h(t,r) = C(1 — t), t e J n_1, 0 ^  r  ^  1.
Then h is defined on the subset
(4) Z = ( / « X 0 ) W  ( J - 1 X 7)
of 7W X 7. The extension of h over I n X 7 is based on a useful lemma 
which we prove first.

16.2. L em m a . I f  (E ,S ) is a cell and its boundary, (i£ X 0)
\ J  (S X 7) is a retract of E  X 7.

We let S  be the cell of radius 1 with center at the origin in a eucli­
dean n-space contained in an (n +  1)-space, and let 7 be the unit inter­
val on the axis orthogonal to E. Let P  be the point on this axis a t the 
distance 2 from E  (see Fig. 5). The retraction is simply the projection 
from P  of E  X 7 onto E  X 0 VJ S  X 7.

Precisely, if Q is in E  X 7, the ray from P  through Q meets E  X 0 U  S
X 7 in just one point r(Q). If (£,r) are the coordinates of Q (where t is a
vector in E , and r a real coordinate in 7), then the coordinates (£',r) of 
r(Q) are given by

t' =  $/J$|, t ' = 2 — (2 — t )/|$| when t ^  1 — r/2 ,
tf =  27/(2 — r), r '  =  0 when t ^  1 — r/2 .

l±S^
F ig . 5.



Having proved the lemma, we return to the extension of the hom­
otopy h, defined on K  by (3), to all of I n X 7. Let r\ be a retraction of 
I n X 7 into I n X 0 W 7n X I. Let r2 be a retraction of 7n~* X 7 into 
I n~l X 0 I n~l X 7, Define r2(£,r) =  (t,r) for £ e J*-1. The so 
extended r2 is a retraction of I n X 0 U  7n X 7 into K.  Let r be the 
composition r2ri which retracts I n X 7 into K.  Then the composition 
of r followed by h\K  is an extension h of h\K  to all of I n X 7. Since r 
retracts 7n“ 1 X  7 into 7n”1 X O U  7n_1 X 7, and h\K  maps this set into 
A,  we have that h deforms 7W_1 over A. Thus h satisfies condition 
(ii). Condition (i) follows from (3).

Now let C9Cr be two curves from xo to xi which are homotopic in A  
leaving the end points fixed; and let h,h’ be homotopies of /  along C,C" 
respectively satisfying conditions (i) and (ii). Let g(t) =  h(t,l) and 
g'(t) =  We must show that g and g' represent the same element
of wn(X,A,xo). Define

■ f c& l- .2 r )  0 ^ r ^ l / 2 ,
h 1 h'(t,2r -  1) l / 2 g r g  1.

Then h" is a homotopy g ~  0' under which the image of J n~l is a point 
describing C~lCf. Let 7' be another unit interval 0 ^  r' g  1. By  
hypothesis, there is a homotopy : 7 X 7 ' ~ ^ 4  which shrinks C~lCf to 
xq leaving xo fixed. Set

h(t9r) when t' =  0,
g(t) when r =  0,
g'(t) when t  =  1,
7?(ft( ,̂T),r') when t e t/*-1.

Then k is defined on the subset

L =  (7W X 7 X 0) U  [(7n X 0 U 7 « X 1 W  J n_1 X 7) X 7'] 

of 7n X 7 X 7'. Lemma 16.2 gives a retraction

n : 7n X 7 X 7' (7n X 7 X 0) U  [(7» X 7)‘ X 7'].

It also gives a retraction

r2: 7- 1 X 7 X 7 ' - >  (7- 1 X 7 X 0) U  [(7- 1 X 7)' X 7'].

Extend the latter over L U  (7n_1 X 7 X 7') by setting r2 =  the 
identity on L. Then r2ri is a retraction of 7n X 7 X 7' into L. We 
extend k\L to a map k of 7n X 7 X 7' by composing r2ri with fc|L. If 
we now set r' =  1 in fc, we obtain a homotopy of <7 into gf lying in 
F*{X,A,x 0).

If we specialize by setting C =  C', it follows that the homotopy 
class in v n(X 9A }xo) obtained by deforming /  along C~l does not depend



on the choice of the deformation. In particular, if we first subject 
/  to a homotopy in Fn(X,A,x  1), and then deform along C_1, the com­
posed homotopy is a deformation of /  along C-1. It follows that 
homotopic maps in Fn(X yA,x i) deform along C-1 into homotopic maps 
in Fn(XjAjXo). Thus, deformation along C-1 is a class operation C* of 
Trn(X,A,Xi) into 7rn(X,A,£0). The argument of the preceding para­
graph shows that C# depends only on the homotopy class of C.

If / i , /2 e Fn(X }A ,x i) are deformed along C~l into /( , / \ so that the 
point image of J n~l moves at the same rate for both deformations, 
then we may add the functions obtained at each stage of the homotopy. 
This clearly provides a deformation of / i  +  / 2 along C~l into f[ +  f 2. 
It follows that C* is a homomorphism.

Let C be a curve from xo to x\ in A, and C' a curve from x± to #2 in A. 
If /  e Fn(X,A,a;2), and we deform /along C'-1 in to /' and then deform/' 
along C-1 into/" , the composition of the deformations is a deformation 
of /  along Cr~lC~l into /" . This proves (2) above.

If, in (2), we set C2 = C71, then CiC2 is homotopic to the constant 
path Co. Hence C{C{ =  Cl — identity. It follows that C# is always 
an isomorphism.

We have thus proved the initial statements of §16.1.
16.3. Special case of the absolute homotopy groups. In the special 

case A =  xo, the operation C# becomes trivial. However there is a 
similar operation which when applied to a curve C from x0 to xi in X  
yields an isomorphism

(5) C#: Xn(X,xO «  7Tn(X,Xo)

which depends only on the homotopy class of C, and satisfies (2) for 
curves C,C' in X.

It is not necessary to repeat the entire construction for this case. 
We need only observe that the preceding construction restricted to 
the principal face I n~l of I n yields an isomorphism C#: 7rn_i(A,Xi) «
7Tn- i(A,x0) with the required two properties. If we replace A by X, and 
n — 1 by n,‘the desired results follow.

If the path C lies in A, then it induces isomorphisms of the homot­
opy groups of X, A and (X,A) based at x\ into the same at x0. This 
leads to the diagram »

i* J* d
7Tn ( A , X i )  —> 7Tn( X ,. T i)  — > X n ( X ,A ,a ? i)  — » X » _ i ( A , X i )

Ic*  I c* I c* Ic*
i* j* d

Wn(AyX0) —> WniXjXo) “ > 7Tn(X,A,a;o) —> 7Tn_i(A,Xo)



It is easy to show that commutativity holds in each square of the 
diagram. This means that is an isomorphism of the homotopy 
sequence of (X,A,xi) onto that of (X,A,xo).

16.4. Automorphisms induced by closed curves. A path C from 
Xo to Xo in A induces an automorphism C* of the homotopy sequence of 
(X,A,xo). Since it depends only on the homotopy class of C, and since 
(2) holds, it follows that the operations C# represent wi(A,xo) as a group 
of automorphisms of the homotopy sequence of (X,A,xo). In the same 
way 7ri(X,Xo) is a group of automorphisms of Tn(X,xo).

It is customary to use the multiplicative notation for the funda­
mental group. The effect of the operation of y  in t i (A,xo) on a in 
Tn(X,A,xo), wn(X,xo) or wn(A,x0) is written as y(a). Then

(Ym) (<*) =  7i(72<»), y(a  +  0) =  7 (a) +  7(0).

The results of the preceding section imply that the operation 7 com­
mutes with all the homomorphisms of the homotopy sequence:

d y ( a )  =  7 (da;), « e 7rn(X,A,x0),
(6) i*7(«) = 7(j*a0, a eTTn(X,Xo),

i*y(a) =  y(i*a), a e i r  n(A,x0).

In particular, 7 operates on tti(A,xo)- Reference to the definition 
of shows that

. y(a) =  y a y ~ \  a e 7n(A,a:o),
7 (a) = (i*y)ct(i*y)~1, a e tti(X ,xo).

16.5. n-simplicity. The space X  is said to be n-simple if it is arc- 
wise connected, and, for any two points xi,x2 and curves Ci,C2 from x\ 
to x2, the isomorphisms C(,C( of irn(X,x2) onto Tn(X,Xi) coincide, i.e. the 
isomorphism is independent of the path.

Clearly, if X  is n-simple, then, for each x0, 7ri(X,xo) operates trivially 
on 7Tn(X,£o). Conversely, suppose, for some Xo, that 7n(X,xo) operates 
trivially on 7rn(X,x,0), and suppose X  is arcwise connected. Let 
xhx2,Ci,C2 be points and paths as above. Let C be a path from xo to X\. 
Then the closed p&th CCiC^C-1 operates trivially on 7rn(X,a;o). Hence 
CiCj1 operates trivially on 7rn(X,Xi). Therefore C\ = C|, and X  is 
n-simple.

It follows from the preceding result that an arcwise connected space 
X is 1-simple if and only if 7n(X ) is abelian.

Another corollary is that, if 7ri(X) = 0, then X  is n-simple for 
every n.

A useful feature of an n-simple space X  is that a m apf of an oriented 
n-sphere Sn in X  determines a unique element of 7rn(X,Xo) for any Xq.



Choose a reference point yi in Sn and let xi =  f(yi).  Then/ determines 
an element of Trn(X,Xi), and this in turn an element of 7rn(X,xo). We 
must show that the resulting element is independent of the choice of y 1. 
Let y 2 be a second choice. There is a rotation of Sn carrying yi  into y 2. 
The image of this rotation under /  is a homotopy of /  which moves y\ 
along a curve C in X  from Xi to x2. Then the elements of 7n(X ,£i) 
and wi(X,x2) determined by the choices yi and y 2 are equivalent 
under (7#.

16.6. The homotopy groups of a topological group. The homotopy 
groups of a topological group G have special properties. Briefly stated, 
the fundamental group is abelian and operates trivially on the higher 
homotopy groups. If e is the identity element, and Ge the arcwise 
connected component of e, then G/Ge operates on the homotopy groups 
of Ge. We define wo(G) =  G/Ge. In this way we again have a lowest 
dimensional homotopy group which has non-trivial operations on the 
higher homotopy groups. The details follow.

16.7. L em m a . I f  f i  and f 2 are in Fn(G)e)J then f i  +  f 2 is homotopic 
(in Fn) to fi-f2 where ( f i j 2)(t) =  f i ( t ) j 2(t).

Let /o in Fn be the constant map. Then

/ 1 + / 0 — / 1, /0 +  / 2— /2 (see §15.2).

By multiplying two such homotopies, one obtains a homotopy

(/1 +  / 0H /0 +  f  2) — / r / 2.

Since fo(t) = e for every t, reference to the definition of addition, §15.2 
(2), shows that

f i  +  /2 =  (/1 +  / 0M /0 +  f  z) 1

and the lemma is proved.
16.8. L em m a . Let C be a curve in G from go to e. The isomorphism

C*: 7rn(G,e) «  7rn(G,go)

coincides with the isomorphism induced by either the left or the right 
translation of G by go.

If /  e Fn(G,e), it is clear that h(t,r) =  (7(1 — r)-f(t) is a homotopy of 
/  in G which moves the point image of I n along C-1. Putting r =? 1 
gives go'f(t) in Fn(G,g0) as the result of deforming /  along C-1. There­
fore (7# is equivalent to left translation by <70. Right translation is 
handled similarly.

16.9. T h e o r e m .  For any base point g0 in G, Ti(G,go) is abelian and 
operates trivially on 7rn((?,^o), i.e. G is n-simple for every n.



Consider first the case go =  e. If C is a closed path based at e, then, 
by §16.8, C§ must be the identity automorphism of 7rn((?,e). Therefore 
7ri operates trivially on 7rn. Since this holds also for n =  1, and tti oper­
ates on itself by inner automorphisms (see §16.4, (7)), it follows that in 
is abelian. For any other base point gQj right translation by go maps 
((7,e) homeomorphically onto (G,go) and thereby induces isomorphisms 
of the homotopy groups and in such a way as to preserve the operations
Of 7Ti.

16.10. Automorphisms induced by inner automorphisms. Let Ge
denote the set of all elements of G which can be joined to e by a curve in
G. It is easily proved that Ge is a subgroup of G and it is invariant. 
Define

T0(O}e) =  G/Ge.

Any element of G operates on G as an inner automorphism, and e 
remains fixed. It thereby induces an automorphism of tn(G,e)j and G is 
represented as a group of automorphisms of irn. If go,gi in G are joined 
by a curve gT(0 ^  r ^  1) in G, then h{gyr) =  gTgg7l is a homotopy of the 
inner automorphism corresponding to go into that corresponding to gi, 
and e remains fixed. Therefore g0 and gi induce the same automor­
phism of 7rn. In particular each element of Ge operates trivially on 7rn. 
Therefore:

G/Ge is a group of operators on irn(G,e).
These operations are generally non-trivial. As an example, let 

G be the group of all rotations and reflections of the circle. Then G has 
two components and Ge consists of all rotations. If g is a reflection, it 
is easy to see that conjugation of Ge by g is a reflection of the circle Gc. 
But 7ri(Ge) is infinite cyclic, and reflection carries each element of the 
group into its inverse. Therefore g operates in a non-trivial fashion.

16.11. T h e o r e m .  I f  B is a Lie group, and G is a closed connected 
subgroup, then B/G is n-simple for every n.

Let p : B —> B/G  be the natural map, and let x0 — p(G). It suffices 
to prove that Tn(B/G,x0) operates trivially on Trn(B/G,x0) ; for B operates 
transitively on B/G. Let /  e Fn{B/G,x0), and let C{r) (0 ^  r ^  1) be a 
closed curve in B/G  based at xo. If we regard C{r) as a homotopy of Xo, 
a covering homotopy yields a curve C'{r) such that C'(0) =  e and 
pC'(r) =  C(t). Then C'( 1) is in G. If we adjoin a curve in G from 
C'( 1) to e, we obtain a closed curve D f such that pDf =  D  is homotopic 
to C. Now h(t,r) =  D'( 1 — r)-f(t) is a homotopy of /  around D~l back 
into /. Hence D * operates trivially on the element of 7rn represented by 
/ .  As /  is arbitrary, the theorem is proved.



§17. T h e  h o m o t o p y  Se q u e n c e  of a B u n d l e

17.1. Fundamental theorem. Let (B be a bundle over X , A  C  X> 
Bo =  p-1(A), y 0 e B 0) and x0 =  p{yo). Then

p*: Trn(B,B0,yo) ~  n»(X,j4.,a;o), n ^ 2 .
Suppose p* (a) =  0, and /  in Fn(ByBo,yQ) represents a. Then there 

is a homotopy h in Fn(X,A,xo) of pf into the constant map. By 11.7, 
there is a covering homotopy h' of /  which is stationary with h. Since 
h(Jn~l X I) — Xo, it follows that h'(Jn~l X I) =  yo- Since h{In~l X I) 
is in A, h'{In~l X I) is in B 0. Thus hf is a homotopy in Fn(B,Bo,Xo) of 
/ in to  a m ap/': (7n, / n_1,Jn_1) —> (Fo,F0,po) where F 0 is the fibre over
Xo. Define
(1) k(ti) , £n,r) :=: (̂ i, , £n_ i,(l ~  -J- t).

Then k is a homotopy of / n over itself into the face tn — 1. This face 
lies in J n_1 and J n_1 is also deformed over itself. Let fc'(£,r) =  f(k(t,r)) .  
Then fc' is a homotopy in Fn(B,B0,yo) of /'  into the constant map. It 
follows that a =  0. Therefore the kernel of p* is zero.

Now let p e 7rn(X,A,a;o) and /  a representative of ft. Set h(t,r) =  
f(k(t,T)) where k is defined by (1). Then h is a homotopy of /  into the 
constant map (it is not generally a homotopy in Fn(X,A,xo)). Let /'  
be the map of I n into yo. Then pf{ t)  =  h(t, 1). There exists then a 
homotopy hf covering h which is stationary with h, and h'(t, 1) =  f'(t) 
(naturally, one applies §11.7 to the reverse homotopy as t varies from 
1 to 0). Let/"(£) = h'(t,0). Then pf" =  / .  Since h leaves J n~l at Xo}
hf leaves J n_1 at y0. Therefore/" is in Fn(B,Bo)y 0) i and represents an 
element a in7rn(B,B0,?/o) such that p* a =  ft. Thusp* is an isomorphism.

17.2. C o r o l l a r y ,  p*: 7rn(B ,F 0,po) «  7r«(Z,x0), n 2.
R e m a r k .  The property §17.1 of homotopy groups is not enjoyed

by homology groups. If one is seeking an axiomatic characterization 
of homotopy groups, then §17.1 is a candidate to replace the excision 
property (see §15.15).

17.3. Definition of homotopy sequence of a bundle. Let (B == 
{B,p,X,F,(?} be a bundle, F 0 the fibre over x0 in X, and y0 e F 0. Let 
i: Y o~ » B a n d /: B —> (J5,F0) be inclusion maps. Then the homo­
topy sequence of (B,Yo,yo) is

/* d
‘ ‘ —> 7Tn(F 0) —> 7Tn(R) —> 7Tn(jB,F0) —̂ 7Tn_ i(F 0) —> * * *

Let pi denote p regarded as a map (B ,Y0,yo) —> (X ,x o , x o ) .  Then p ij  is 
just the map p: {B ,y0) —> (X,x0). By §17.2, we can define

(2) A =  d(pi*)-1 : 7Tn ( X }xo )  —> 7rn__i(Fo,2/o).



The sequence of groups and homomorphisms

i* p* A
* * * —> TTn(Fo) —> T n ( B )  ~ > 7TW( X )  —> T n- l ( Y 0)  —> * * •

(3)
A p*

• • • - + tt2(X) - ^ ( F o) - ^ ^ )  - ^ ( X )

is called the homotopy sequence of the bundle (B based at y0.
17.4. Basic properties of the homotopy sequence.
T h e o r e m . The homotopy sequence of a bundle is exact.
The homotopy sequence of (B,Yo,yo) is exact (§15.6). In forming 

the homotopy sequence of (B we have replaced the terms ttn(I?, Y o) in the 
homotopy sequence of (B,Yo,yo) by the isomorphic groups ir»(X), and 
adjoined the new term 7ri(X). The replacements do not affect exact­
ness. It remains to prove exactness at tti(B). Clearly p*i* is trivial 
since p maps a path in Y 0 into the point x0. Suppose C is a closed path 
in B based at yo and pC  is contractible to xo leaving its end points 
fixed. A covering homotopy will contract C into a curve lying in F 0 
and its end points wrill remain fixed. This proves exactness at wi(B).

17.5. Let h be a map of (B into (B'. Let h: X  —> X' be the induced
map of the base space. Let x0 e X, x[ — h{xf), let F 0,Fq be the fibres 
over xo,x'0 respectively, let y 0 e F 0 and y'Q =  h(y0). Finally let h0: F 0
—> Yo be h\Y0. We obtain then a homomorphism of the homotopy 
sequence of (B at y 0 into that of (B' at y0:

Commutativity on the left follows from hpi =  p[hi, and, on the right, 
from §15.6 property 3°. Since pi* }p[^ are isomorphisms, commutativity 
follows for the right-hand square of (4).

I* p * A
7 T „ ( F o)  - >  7 T „ ( S )  - »  7Tn ( X )  T - xC F o)

(4) I/i 'i/i'Hs 'i h% Iho*
i* p* a'

7r« (F ')  ->  7Tn(R') Tn(X')  T T ^ ^ F ')

Commutativity in the middle and left squares follows from the com­
mutativity of the maps: hi =  i'ho and hp =  p'h. Expand the right 
square according to the definition of A:

Pi* d
7Tn(X) <- TTn(B,Yo) -> Tn-^Fo)

(5) ih
pi* 3'

irn(X ’) «- x.CB'.yJ) -► irn_i(Fi)



17.6. Covering space theorem. I f  p: B  —» X  is a covering {see
H . l ) ,  bo e B and x0 =  p(5o), then

P* : Tn{B,bo) «  Tn{X,X0), ft ^  2,

and p* maps 7Ti(JB,60) isomorphically into iri(X,Xo).
According to §14.3, the covering admits a bundle structure (B 

with a discrete fibre F 0. Then 7rn(F 0) =  0 for all n. Thus every third 
term of the homotopy sequence of (B is zero. As remarked in §15.8, 
exactness implies that the remaining adjacent pairs must be iso­
morphic. This is the desired result if n >  1. The case n — 1 was 
proved in §14.2. It is also a trivial consequence of tti(Fo) =  0 and 
exactness at tti(B).

17.7. Direct sum theorems.
T h e o r e m .  I f  the bundle (B admits a cross-section, then we have the 

direct sum relation
TTn(B) ~  7rn{X) +  7rn(F), n ^  2,

and 7ri{B) contains two subgroups M  and N  such that M  is invariant and 
isomorphic to 7Ti(F), p* maps N  isomorphically onto tti(X) and each ele­
ment of tti{B) is uniquely representable as the product of an element of M  
with an element of N.

This theorem should be compared with §15.12. Their proofs are 
similar. Referring to (3), let /  be a cross-section, and

M  — image i* =  kernel p*
N  =  image /* : 7rn(X) —► irn(B).

Since pf =  identity, p* maps N  isomorphically onto 7rn(X). Since M  
is the kernel of p*, it follows that wn(B) =  M  +  N  (except in the case 
n =  1 when N  may not be invariant). Since p* is onto, exactness 
requires that the image of A is zero. Therefore the kernel of i* is 
zero. Hence u  maps wn(Yo) isomorphically onto M ; and the proof is 
complete.

An example where the exceptional behavior for n =  1 actually 
occurs is provided by the Klein bottle as a bundle (§1.4). In this 
case F  and X  are circles and (B admits a cross-section. If wi{B) were 
a direct product of 7ti(^l) and tti(F) which are infinite cyclic, then it 
would be an abelian group. But this is not the case, it is a group on 
two generators a,b with the sole relation ab =  b~la.

The importance of §17.7 is that it provides a strong necessary con­
dition for the existence of a cross-section. If the direct sum relation 
fails to hold in some dimension, no cross-section exists.



17.8. C o r o l l a r y .  7rn(X  X F ) «  Tn(X )  +  r n(F), n  1.
This follows since the product space is a bundle and admits a 

cross-section. In the case n =  1, we have a direct product representa­
tion since N  is the kernel of the projection X  X Y  —» F and is therefore 
invariant.

17.9. T h e o r e m . If, in the bundle (B, the fibre Yo is a retract of B , 
then the conclusions of §17.7 hold.

Application of §15.12 gives

and the result follows from §17.2.
17.10. T h e o r e m . I f  (B is a bundle, and the fibre Yo over xo is con­

tractible in B to the point yo in F 0 leaving yo fixed, then

The result follows from §17.2.
The analog of §15.13 for bundles is left to the reader.
17.11. The homotopy sequence of a principal bundle. In the case 

of a principal bundle (B, we can extend the homotopy sequence by an 
extra term in a significant way. Let Go be the fibre over xo and y0 
the base point in Go. There is a unique admissible map £: G —> Go 
such that £(e) =  yo (e =  identity). Using £ we define a multiplication 
in Go so that it is a group having y 0 for the identity element, and £ is an 
isomorphism. Define 7t0(Go) to be the factor group of Go by the invari­
ant subgroup of elements which can be joined to y 0 by curves in G0 (see 
§16.10 for the definition of 7r0(G)). Each element of 7r0(Go) is an arc- 
component of Go (i.e. two points belong to the same arc-component if 
they can be joined by a curve). The map £ carries arc-components 
into such and thereby induces an isomorphism

TTn(B) «  7Tn(F 0) + T n(B,Y0),

7Tn(X) «  7Tn_1(F) +  7Tn(J5), 

We may apply §15.14 to obtain

TTn(B,Yo) ~  7rn_ i(F 0) +  Tn(B).

ft ^  2.

(6)

(7)

£* : 7T0 (G) «  TTo (Go). 

Corresponding to £ we have the homomorphism 

X : t i {X ,zo) - + G /G .  =  tt0(G)

(see §13.10). Define

A  =  £ * X : TTi(X,Xo) — » 7To(Go,2/o)

We extend the homotopy sequence of the principal bundle so that it



terminates in
H  p* A

( 8 )  * * * ^  n i (B ,y 0) t i ( X }Xo) Tro(Go,yo).

For convenient use of A, we derive an alternative definition. Let 
rj: G —>G/Ge be the natural homomorphism. Let (B' be the bundle 
associated with (B having G/Ge as fibre. By §9.6, we have an associated 
map

r. B - + B '

with p'ij =  p. It is easily checked that £' =  is a single-valued 
admissible map of G/Ge onto the fibre G'0 over x0 in B '. We may assume 
that £' was used in defining x within its automorphism class (see §13.5).

Now let C be a closed curve representing a in t i (X,xo). Let h : I
X G —> (B be a translation of (?0 around the curve C (see §13.1). We 
can suppose that hi =  £. Then h' =  fjhrr1 is a translation of G'0 
around C, and h[ =  £'. As shown in the proof of §13.7, x(C) =  
h[~X(ef). Then

Aa =  frx (C) =  S X ’X W )  =  Aj(e') =  rjho(e).

The curve D(t) — h(t,e) covers C, ends at yo, and begins at /io(e). If 
D i,D 2 are two curves in B which cover C and end at 2/0, then ijD 1 and 77D 2 
must coincide due to the uniqueness in Bf of covering curves. There­
fore the initial points of D hD 2 lie in the same arc-component of Go. 
We have therefore the desired alternative definition of A:

I f  C represents a in 7ri(X,a:o), and the curve D in B covers C and ends at 
yo, then Aa is the arc-component of Go which contains the initial point of D.

This description is strictly analogous to the definition of A for 
the higher dimensional cases.

We can now prove the exactness of the augmented homotopy 
sequence. Let D be a closed curve in B representing a in in(B,yo). 
Then pD  represents p*a  in tti(X,xo). By the above result, the initial 
point yo of D belongs to Ap*a. Hence Ap*a =  e'. Conversely, sup­
pose C represents a in 7ri(X) and Aa =  ef. Then C is covered by a 
curve D which ends at yo and begins in the arc-component of t/o. Let 
E  be a curve in Go from yQ to the initial point of D . Then ED  repre­
sents some 0 in wi(B). Since pED  is homotopic to C, it follows that 
p*/3 =  a. This proves exactness of the augmented sequence at t i(X).

17.12. Characteristic homomorphisms. The preceding section 
exhibits a relation between the characteristic class x and the 1-dimen- 
sional operator A. The extension of x to all dimensions is now obvious. 
Let (B be a principal bundle, G0 the fibre over x0, and £: G —> G0 an 
admissible map. Let yo =  f(e). Let A be the boundary operator of



the homotopy sequence of (B based at yo. Define the characteristic 
homomorphism

(9) x- TTniXjXo) —> TTn-l(G,e), 7 1 ^ 1

to be the composition

(10) X =  ^ xA.

We have seen (§16.10) that G/Ge =  w0(G) operates on wn-i(G,e) 
through inner automorphisms of G.

L em m a . An alteration of the choice of £ alters x simultaneously in all 
dimensions by an operation of an element of 7r0((?) on {xn_ i(G,e)} . Con­
versely any such alteration of x can be achieved by a change in the choice 
of £.

Suppose f: G —*G 0 is also admissible and yi =  f(e). Let go =  
£- 1(2/i)- Let T denote the right translation of B corresponding to go 
(see §8.12). It follows quickly that T maps yo into y 1. It induces an 
isomorphism of the homotopy sequence based at yo onto that based at 
yi. Let T' be the inner automorphism of G determined by <70. We 
have then the diagram:

&
7Tn- l ( ( x o ,2 / o )  —» 7Tn_ i ( ( ? , e )

A /1
%n(X) I t * i n

a \  r s1
7T „-l((jo ,2 /l) —► T n - l ( G , e )

Commutativity holds in the triangle since T maps each fibre on itself. 
Commutativity in the square follows from T£ — £T'. Therefore

T x & A  =  f^A.

Since T* is the operation determined by t?(go), Pai*l of the
lemma is proved. The second half follows quickly. If g0 and £ are 
given, define f  (g) =  £(gog)- Then x will be altered by the operation of 
y(go)-

The sequence of homomorphisms (9) we call characteristic homo- 
morphisms. The equivalence class of this sequence under the opera­
tions of 7T0 ( (? )  is called the characteristic class and is denoted by x ( ® ) .  

If  (B,(B' are equivalent principal bundles, then x(®) =  x(®0«
Let h: (B —> (B' be an equivalence. Then h induces an isomorphism 

of the homotopy sequence of (B at yo into that of (B'at y'Q =  h (y0). 
As in (4) of §17.5,

Ao*A =  A'h* =  A'



since h is the identity. Then

& ‘A' =  !'*X*A =  {*XA,

and the result is proved.
We define the characteristic class of any bundle (B by x(&) =  x(<6) 

where (B is the associated principal bundle. It follows immediately 
that, i f  (B and (B' are associated bundles, then they have the same char­
acteristic class.

17.13. L e m m a . Let (B be the principal bundle of (B, and let h: 
(B,Go,go) —> {BjYojVo) be the principal map defined by a point of Y  {see 
§<8.12). Then the kernel of i*: 7rn(F 0) —> Tn{B) is contained in the 
image of h*: t u{Go) —» 7r»(F0) where h' — h\Go.

Consider the diagram
d

Tn+l(BjGo) —» 7Tn((?o)
P*S

7Tn+l{X') I'h# th*

d  %*
Wn+l(B,Yo) —» 7Tn(F 0) —> TTn(B)

Since ph =  p , and are isomorphisms, so is h*. Therefore:

kernel i* =  image d =  image dh*
=  image h*d C  image h*.

§18. T h e  Cla ssific a tio n  of Bu n d l e s  over  t h e  n-SPHERE

18.1. Normal form of a bundle over Sn. In case the base space is an 
n-sphere Sn> we will show that the characteristic homomorphism x- 
Trn{Sn) —> Tn-i(G) of a bundle is indeed characteristic of the bundle. In 
essence, this reduces the classification problem for the pair Sn,G to the 
computation of 7rn- i (G). These results are due to Feldbau [32].

Let jSw_1 be a great (n — 1)-sphere on Sn and let 2£i,Z£2-be the closed 
hemispheres of Sn determined by £ n_1. For i  — 1,2, let Vi be an open 
n-cell on Sn containing Ei and bounded by an (n — l)-sphere parallel 
to Sn~l. Then F i,F 2 cover Sn and 7 i f \  7 2 is an equatorial band 
containing £ n_1. Let x0 be a reference point on Sn~l. A coordinate 
bundle (B over Sn is said to be in normal form if its coordinate neigh­
borhoods are F i,F 2, and gn{xf) = ’ e.

Any bundle (B over Sn is strictly equivalent to a bundle in normal form. 
This is proved as follows. Since V% is a cell, anv bundle over Vi is 
equivalent to a product bundle (§11.6). This is true of the portion 
($>i of (B over Vi. Hence there exist bundle maps

<t>i• V% X F —> (Bi, i  =  1,2.



Then <£i,$2 are coordinate functions of a bundle (B' strictly equivalent 
to (B. If </i2 (zo) =  a, we alter (B' to a strictly equivalent bundle by 
setting Xi(x) =  e for x e Vi, and X2(x) = a for x e F 2, and applying 
§2.10. The resulting bundle is in normal form.

If (B is a bundle in normal form, the map

T =  flrulS-1
which maps Sn~l into G is called the characteristic map of (B. It is to 
be noted that T(xo) =  e, and we regard T as a map ($n“.1,:co) —» (G,e), 
and shall allow only such homotopies of T which keep the image of x0 
at e.

18.2. L e m m a . Any map T: (Sw_1,x0) —> (G,e) is the characteristic
map of some bundle over Sn in normal form.

Let r: Vi H  F 2-^ Sn~x be the retraction which maps x into the
intersection with Sn~l of the great circle through x orthogonal to Sn~x. 
Define gn(x) =  T(r(x)). Setting gn  =  g22 =  e, and g21 =  g Z the 
desired bundle is provided by §3.2.

18.3. Equivalence theorem. Let (B,(B' be bundles over Sn in normal 
form and having the same fibre and group. Let T, Tf be their character­
istic maps. Then (B,(B' are equivalent if  and only if there exists an ele­
ment a eG  and a homotopy Tf ~  aTa~l. I f  G is arcwise connected, then 
(B,(& are equivalent if  and only if Tr ~  T7.

If (B,(B' are equivalent, we have maps Xi,X2 as in §2.10. Let m =  
XijS71-1. It follows that

r  (x) =  M T i x M x ) - ' .

F ig . 6.



Since T(x0) =  T'(xo) — e, we have that mi(^o) =  ^ ( xq) =  a. Now 
Sn~l is contractible over Ei into x0 leaving x0 fixed (i =  1,2). The 
image of this homotopy under \  is a homotopy of m into the constant 
map Sn~l —> a keeping x0 at a. Let h : (Sn~‘1 X / ,  xo X / )  —> ((?,a)
be this homotopy. Then h'{x,t) =  hi(x,t)T (x)h2(x,t)~1 is a homotopy 
of T f into aT ar1 keeping £0 at e.

Conversely, suppose a e (? and the homotopy T' ~  aT ar1 are 
given. If we define X*(x) =  a for x in Fi (i =  1,2), and apply §2.10, 
we obtain a bundle equivalent to (B whose characteristic map is aTa^1. 
We may therefore suppose that a =  e, and T' ~  T .

Now T' T implies that T'77-1 is homotopic to a constant map;
and therefore T'T~l is extendable to a map v: L i —> (?. Define

x (x )  =  I for x e r \  Vi,
\ v(x) f°r x e JBi.

Since the two lines agree when x is in iSw_1, Xi is continuous. Let F£ 
be the interior of Z?2. If, in (B, we replace V 2 by V'2 and $ 2  by 4>2IF2 X 
Y  we obtain a strictly equivalent bundle (Bi. Likewise (B' is strictly 
equivalent to (Bj, obtained by the analogous substitution. Now let 
X2(x) =  e for x e F 2. * Then

g12(x) =  Xi(x)gri2(a;)X2(x)“ 1 for x e F i H  F 2.

By §2.10, this implies (Bi ~  (Bi, and therefore (B ~  (B'.
If (? is arcwise connected, join a to e by a curve /:  / —>(?. Then 

h(xjt) =  f{t)T{x)f(t)~l is a homotopy a TV-1 ~  T.
18.4. T h e o r e m . L ei (B fee a  'principal bundle over Sn in normal 

form , and  T its characteristic map . L ei aq in  L i  6e the pole of Sn~l, 
Gi =  £ =  and 2/i =  £(0)- ^  a be the generator of 7rn0Sn,£i)
corresponding to an orientation of Sn. Orient E 2 concordantly with 
Sn} and orient Sn~l so as to be positively incident with E 2- Then %T: 
(Sn~ \x 0) —> (Gi,yi) represents the element A (a) of Trn-i(Gi,yi) (see §17.3); 
and therefore T represents x(«) =  {*xA(a)k 

As a first step, we define a map

h: ( E ^ S ^ - ^ i S ^ ) .

Let X2 be the antipode of aq. For each x e L 2, h(x) lies on the great 
circle arc C(x) =  x&xi, and its arc length from X2 is twice that of x. 
Clearly h maps the quarter circle C(x) C\ E 2 topologically onto the semi­
circle C(x). Hence h maps E 2 — $ n_1 topologically onto Sn — xi. 
Furthermore h has degree + 1 . This follows since h is the end result 
of a homotopy of Sn in which E 1 contracts over itself into aq and each 
point x of E 2 moves along C(x) from x to h(x) linearly with time.



Next, define a map

h': (E2,S»-\xo)-+(B ,G i,yi)

which covers h as follows. For each x in E 2 other than x2) let k(x) be 
the point C(x) C\ Sn~1. Let

h'M  =  I 4>i(h(x),Tk(x)) when h(x) e E h
1 <j>i(h(x),e) when h(x) e E 2.

The two parts of the definition overlap when h(x) is in S n~l. In this 
case h(x) =  k(x) =  x' say. Then

<£i(a/,7y) =  <l>i(x' ,gi2(x')) =  to(x'}e),

and the two definitions agree. It follows that h' is continuous over E 2. 
Obvious relations are

VW = K, A'OS”- 1) C  h'(x0) = y i .

When x is in Sn~1, then h(x) =  xi, and k(x) =  x. Therefore

h'(x) =  <t>i(xi,T(x)) =  iT(x).

Since h has degree + 1, it represents a in Trn{Sn,x\). Since ph' =  h, hf 
represents p^1(a). It follows that /i'|/Sn-1 =  %T represents dp*1 (a) =  
A(a). This completes the proof.

In view of §16.10, the result of §18.3 can be restated: (B ~  (B' if and 
only if the elements of 7rn-i(G) represented by T  and Tr are equivalent 
under the operations of tt0(G). Combining this with the above result 
(that T represents x(«)) yields

18.5. Classification theorem. The equivalence classes of bundles 
over Sn with group G are in 1-1 correspondence with equivalence classes of 
elements of irn~i(G) under the operations of to(G). Such a correspondence 
is provided by (B —» x(«) where a is a generator of Trn{Sn) and x* T?n(Sn) 
—» Tn-i(G) is a characteristic homomorphism of (B.

18.6. C o r o l l a r y .  I f  G is arcwise connected, then the set of equiva­
lence classes of bundles over Sn with group G is in 1-1 correspondence
with 7rn_i((?).

These results reduce the bundle classification problem for spheres 
to a familiar problem of algebraic topology. This does not solve the 
problem; for homotopy groups are not generally calculable. In the 
sequel (§§22-25), we shall compute some of the homotopy groups of 
various groups and obtain applications of these results.

18.7. Weak equivalence of bundles. Two bundles (B,(B' over X  
are called weakly equivalent if there exists a map h: (B—» (B' which 
induces a homeomorphism of X  on itself.



T h e o r e m .  Let (B,(B' be bundles over Sn and let ayar be their con- 
jugacy classes in 7rn_ i  (G) under a fixed correspondence. Then (B and (B' 
are weakly equivalent if and only if  a =  ±  a'.

First suppose a weak equivalence h: (B —» (B' is given. Then 
h: Sn —> Sn has degree e = ±  1. If € =  1, then h is homotopic to the 
identity map. A covering homotopy leads to a map hf: (B —> which 
induces the identity map of Sn. Then (B,(B' are equivalent and a =  a'. 
Suppose e = —1, then h is homotopic to an orthogonal map h' which 
leaves Xi fixed and maps Sn_1 on itself with degree —1. A cov­
ering homotopy leads to h' : <£—»<£' covering h! . We may identify (B
with the bundle induced by (B' and hf (see §10.3). With (B' in normal 
form, the induced (coordinate) bundle (B is also in normal form. By 
definition of the induced bundle, gu(x) =  g'uih'ix)). Therefore T =  
T'h'. Since h' has degree — 1, T and Tf represent elements of 7rn_i (G) 
of opposite signs; hence a =  — a'.

For the converse, a =  a! implies that (B,(B' are equivalent. Sup­
pose a — —a '. Let h be an orthogonal map of Sn leaving x\ fixed and 
of degree —1 on Sn~l. Let (Bi be the bundle induced by (B and h. 
Then (B and (Bi are weakly equivalent. By the argument above, (Bi 
corresponds to —a . Hence (Bi and (B' are equivalent, and the theorem 
is proved.

§19. U niversal  Bu n d l e s  a n d  t h e  Classific atio n  T h e o r e m

19.1. Complexes. In this article we restrict attention to bundles 
for which the base space is a finite cell complex. A q-dimensional 
cell <jq (briefly: g-cell) is any homeomorph of the set 2 ?af ^  1 in carte­
sian g-space. Its boundary &9 is the part which corresponds to the 
(q — l)-sphere =  1. Its interior is the complement aq — <rq of
the boundary.

A finite n-dimensional complex K  (briefly: n-complex) is a topological 
space \K\ and a collection {of} (i = 1, • • • , ag; q =  0, 1, • • • , n) 
of closed subsets such that (i) each a? is a g-cell, (ii) if \KP\ denotes the 
union of all g-cells for q ^  p y then \K\ =  \Kn\, (iii) of P\ \Kq~l\ is the 
boundary of of o'®, and it is an exact union of cells called the faces of 
of, and (iv) if i  j  then the interiors of of and of have no point in 
common.

The set \KP\ and the collection {of, q ^  p) is itself a complex, 
denoted by K p, called the p-dimensional skeleton of K.

A subcomplex L of K  consists of a subspace \L\ of \K\ and a sub­
collection of the cells of K  satisfying the conditions for a complex. Any 
collection of cells of K  determines a subcomplex if each face of a cell 
of the collection is also in the collection.



When no confusion can arise we shall abbreviate \K\ by K . Any 
g-complex will be regarded as an n-complex with ap =  0 for p >  q.

Since each cell is a compact space, and K  is a finite union of cells, it 
follows that K  is compact.

If K i  and K 2 are cell complexes, their product K i  X K 2 consists of 
the product space \Ki\ X \K2\ and the subsets of products of cells of K \  
and K 2. In particular if the interval I  =  [0,11 is regarded as a cell 
complex consisting of one 1-cell I  and the 0-cells 0 and 1, then K  X I  is 
a cell complex for any K.  The dimension of K \  X K 2 is the sum of the 
dimensions of the factors.

19.2. Definition of universal bundle. Let (B be a principal bundle 
over a space X  (not necessarily a complex) with group G. We say that 
(B is universal for the dimension n (briefly: n-universal) if, for any n-com- 
plex K, subcomplex L  of K , principal bundle (B' over K  with group G, 
and any map h of (B'|L into (B, there exists an extension of h to a 
map of (B' into (B.

The requirement can be paraphrased by saying that any partial 
map of a bundle into (B is extendable to the whole bundle.

If (B is n-universal, and (B' is any bundle over the n-complex K , 
then there is a map (B' —> (B. This follows if we take L  to be vacuous.

19.3. Classification theorem. Let (B be an (n +  l)-universal bundle 
with group G, let X  be its base space, and let K  be an n-complex. The 
operation of assigning to each map f: K  —> X  its induced bundle (see 
§10.1) sets up a 1-1 correspondence between homotopy classes of maps of 
K  into X  and equivalence classes of principal bundles over K  with group G.

By §11.5, two homotopic maps of K  into X  induce equivalent 
bundles. Therefore, to each homotopy class is assigned a unique 
equivalence class of bundles.

As observed in §19.2, any principal bundle (B' over K  admits a 
map h: (B'—> (B. If /:  K  —> X  is the induced map, then (B' is
equivalent to the bundle induced by /  and (B (see §10.3).

To complete the proof we must show that, if two m ap s/0,/i: K  —> 
X  induce bundles (B0,(Bi which are equivalent, th en / 0 ~ / i .  Let

hi: (Bi—> (B, £ =  0,1,

be the induced maps (see §10.1), and let

hi (Bo —► (Bi

be an equivalence. Form the bundle (B' = (B0 X I  (see §11.1) and let 
r: (Bo X /  —> (Bo be the natural map r(b,t) =  b. Let (Bq,(B̂  be the
parts of (B' over K  X 0 and K  X 1 respectively, and let r,- =  r|(B' (i  =



0,1). Define
h': (B'0 U ( B i —

by
hr |(Bq =  hor0, h'\(&[ =  hjiri.

It is clear that hf is a bundle mapping. Now K  X I  is an (n +  1)- 
complex and (B is (n +  l)-universal. Therefore hi is extendable to a 
map (B' —»(B. The induced map K  X I  —> X  is the required homotopy.

19.4. Characterization of a universal bundle.
T h e o r e m .  A principal bundle (B is n-universal if and only if  B is 

arcwise connected and 7t;(J3) =  0 for 1 ^  i  <  n.
Suppose (B is n-universal. Let E  be an (i +  l)-cell and S  its 

boundary 2-sphere. Let /:  S  —» B. Define /':  S  X G —■► CB X G by 
fiViQ) =  (j(y)>9)- Let P: (B X G  —> (B be the principal map (see 
§8.7). By §8.8 the composition P f  is a bundle map of S X G into (B. 
Let i  <  n. Since (B is n-universal, P /' extends to a bundle map h: E  
X C? —> (B. By (3) of §8.12, P (6,e) =  b (e =  identity of G). There­
fore P f ( y }e) =  /(i/). Hence fe(2/,^) is an extension of /  to a map of E  
into P. Thus any map of an i-sphere into B (i =  0, 1, • • • , n — 1) 
is contractible to a point. This implies that B is arcwise connected 
and 7ri(P) =  0 for 1 ^  i  <  n (see §15.11).

Conversely suppose B satisfies the stated conditions. Let (E,S) 
be an (i +  l)-cell and its boundary (i <  n). Let h: S X G —> (B be a 
bundlemap. Let f (y )= h (y ,e ) .  T hen/: S —>B. Since tt* (£)== 0 , / is
extendable to a map /': P  —> B. Define h'(y,g) =  P(f'(y),g) for y in 
E. Then hi is a bundle map E  X G —> (B. We assert that hi is an 
extension of h. Note first that any two admissible maps of G into Gx 
differ by a left translation of G; hence any two which agree on e must 
coincide. But h'(y,e) — f ( y )  =  f(y) =  h(y,e) for y in S. Since both 
h and hf are bundle maps, they must coincide on S X G. Thus we have 
proved that any bundle map h: S X G —> (B is extendable to hi: E X
G —> (B.

Let (B' be a„bundle over K  and (B" the part over a subcomplex L, 
and suppose h : (B" —> (B. For any 0-cell v of K  not in L, choose any
two admissible maps £: G —>GV and f : G —*GX for some x in  J  and 
extend h to be on/?v. This extends h over p' \K °m U.L).. Sup­
pose, inductively, that h is defined on p' \ K { U  L) and i  <  n. Let E 
be an (i +  l)-eell of K  not in L. Since E  is contractible, the portion of 
(B' over E  is equivalent to the product bundle E  X G. Hence the part 
of (B' over the boundary S of E  is likewise a product S X G. But h is 
defined over the latter part. By the result of the preceding para­
graph h is extendable over the portion of the bundle over E. This



stepwise extension leads to an extension of h over p' \ K n U  L). It 
follows that (B is w-universal.

19.5. Existence of universal bundles. We adopt now the notations 
of 7.6 where 0 m is the real orthogonal group on m variables, and 0 n, 1 ^  
n S  rn, is the subgroup which operates trivially on the last m — n 
variables.

L em m a . I f  1 g  n ^  m, then the left coset space O m/ O n is arcwise 
connected and ir*(0TO/0») =  0 for 1 S  i <  ri.

Since n ^  1, 0 n contains an element of determinant — 1. Since 
Om has just two components (both arcwise connected) and 0 n contains 
points from both, it follows that Om/O n is arcwise connected.

Let e be the identity of 0 m, and let /  be an element of F^Ohfin,e), 
n < k  ^  m (see §15.2). Let p be the natural projection of 0* onto 
Ojc/Ojc-i =  S fc“_1 (see §7.6). Since i  <  k — 1, we have, by §15.8, that 

=  0. Therefore there is a homotopy of pf  into the constant 
map and pf(P) remains at p{e) during the homotopy. A covering 
homotopy deform s/into a m ap/' in F’(0&_i,0w,e) andf \ P remains fixed.

If we begin with /  in F*(0w,0 n,e) and apply the above argument 
successively for k =  m, m  — 1, • ’ • • , n +  1, we obtain a succession of 
homotopies which combine to give a homotopy of / in to  a map of I i into 
On and f \P  remains fixed during the homotopy. This implies that 
Ti(0m,0 n) =  0 for 2 S  i  <  n. Since 0 m is a bundle over 0 m/ 0 n with 
fibre 0 n (see §7.5), it follows from §17.2 that iri(0m/ 0 n) =  0 for 2 ^  
i  <  n.

The case i  — 1 remains. Since i  <  n, we must have n ^  2. Let C 
be a closed curve in 0 m/ 0 n based at the point corresponding to 0». 
Cover C by an open curve C' in 0 m which starts at the identity and ends 
at a point of On. The argument of the preceding paragraph shows 
that Cr may be contracted into 0 n leaving its end points fixed in On 
(note that n ^  2 is necessary for this to be true). The image of this 
homotopy is a contraction of C to a point, and the lemma is proved.

§19.6. T h e o r e m . I f  G is a compact Lie group, then, for each integer 
n, there exists an n-universal bundle (B with group G.

By the classical result [12, p. 211], G is isomorphic to a subgroup 
of an orthogonal group 0 fk for k sufficiently large. We can suppose that 
G C. 0'k. Adopting the notation of the preceding section, let m =  n +  
k, and let 0 k be the subgroup of 0 m which operates trivially on the first n 
coordinates. Then the subgroups 0 n and 0 k of 0 m commute; and one 
may identify their direct product On X 0 k with a subgroup of Om. 
Since G C  0 rk, the same is true of On X G. Let

(1) B  -  Om/ O n) X  =  0 m/ (0 n  X  ( ? )



be left coset spaces, and let p: B —> X  be the natural projection. 
According to §7.4 and §7.5, (B =  {B,p,X\ admits a bundle structure 
with fibre 0 n X G /0 n «  G. The largest subgroup of 0 n invariant in 
0 n X G is 0 n. Hence the group of the bundle is also isomorphic to G. 
Thus (B is a principal bundle with group G. By §19.5 and §19.4 it fol­
lows that (B is n-universal.

19.7. The above argument proves more than is stated in the 
theorem. It is to be noted that 0 n+k/0n is the space of the n-universal 
bundle for any closed subgroup G of 0'k. In §7.7, we have called On+k/O n 
the Stiefel manifold Vn+k,k of orthogonal fc-frames in a cartesian (n +  
fc)-space. The base space of the n-universal bundle is a coset space 
Of O n f f c .

For fc-sphere bundles (see §7.8), we may take G =  0 k+1. Then the 
base space of the n-universal k-sphere bundle is the Grassmann manifold 
M n+k+i,k+i of (fc +  1)-planes through the origin in (n +  fc +  1)-space 
(see §7.9).

19.8. For a Lie group G which is not compact but is connected, 
we have the result stated in §12.14 that G is a product space H  X E  of a 
compact subgroup H  and a euclidean space E , and equivalence classes 
of bundles with group G are in a natural 1-1 correspondence with 
equivalence classes of bundles with group H.

Let (B be an n-universal bundle for H. Since H operates on G by 
left translations there is an associated bundle (B' of (B having fibre G and 
group H. Let <B" be the bundle obtained from (B' by enlarging its 
group to G. Then (B" is a principal bundle with group G and its base 
space is that of (B. It is a reasonable conjecture that (B" is an n-uni­
versal bundle for G. But it is not necessary to prove this to obtain 
the conclusion of the classification theorem §19.3. The combination of 
the 1-1 correspondence between classes of (z-bundles and classes of 
H-bundles followed by the 1-1 correspondence between the latter 
and the homotopy classes of maps of a complex into the base space of 
(B (=  base space of (B") is a 1-1 correspondence which reduces the 
bundle classification problem to a homotopy classification problem.

19.9. T h e o r e m .  Let (B be an n-universal bundle with base space X  
and group G. Then, in the notation of §17.12,

x: n (X )  «  Vi-i(G) (i =  1, • • • , n -  1).

Since x =  £ and £ is a homeomorphism, it suffices to prove that 
A: 7ri(X) «  7r*_i((7o). By §19.4, every third term Wi(B) of the homo­
topy sequence of (B is zero up to i  =  n. By the exactness of the 
homotopy sequence, it follows the A is an isomorphism onto for i =  2, 
• • * , n — 1, and is an isomorphism into for i  =  1 (see the argument



in §15.8). To prove the onto part for i  =  1, let u be an element of 
7ro((?o). Then u is a component of Go. Since. B is arcwise connected, 
there is a path D in B starting at £(e) and ending at a point of u. 
Then pD  is a closed path based at x0. As such it represents an element 
a of 7ri(X). Using the alternative description of A in §17.11, it follows 
that A a =  u.

H i s t o r i c a l  n o t e .  The result that any k-sphere bundle over a 
complex can be generated by a mapping into a suitable Grassmann 
manifold was first proved by Whitney [104]. The classification 
theorem in full for k-sphere bundles was proved independently by the 
author [88] and by Pontrjagin [75]. The generalization to Lie groups 
was found independently by the author, G. W. Whitehead and jointly 
by S. Chern and Y. Sun [10].

§20. T h e  Fib e r in g  o f  Sp h e r e s  by  Sp h e r e s

20.1. The Hopf map S z —> S 2. We shall describe now the various 
fiberings of spheres by spheres discovered by Hopf [49], and exhibit the 
precise sense in which they are bundles.

The simplest of these is the map p: S z —> S 2 of a 3-sphere on a
2-sphere. Let S z be represented in the space C2 of two complex vari­
ables (zi,z2), as the locus ZiZi +  z2z2 — 1. Let S 2 be represented as the 
complex projective line (i.e. as pairs [zhz2] of complex numbers, not 
both zero, with the equivalence relation [zhz2] ~  [Xzx,Xz2] where X ^  0). 
The projection p is defined by p((zhz2)) =  [zhz2].

Any pair [zhz2] can be normalized by dividing by X =  (zxzi +  
z2z2) 1/2. Therefore S 2 is the complete image of S z. If |X| =  1, and 
(zi,z2) is in >S3, so also is (Xzi,Xz2), and they have the same image point 
in S 2. Conversely, if p(zhz2) =  p(z[,zf2) then {zx,z2) — (Xzi,Xz2) for 
some X of absolute value 1. Therefore the inverse image of a point of 
S 2 is obtained from any point of the inverse image by multiplying it by 
eid (0 ^ 0 ^ 2w). Hence the inverse image is just a great circle of S z. 
In this way the 3-sphere is decomposed into a family of great circles 
with the 2-sphere as a decomposition space.

In the next sections it will be shown, as a consequence of a more 
general result, that p: Sz —> S 2 is a 1-sphere bundle.

20.2. Transitive groups on spheres. Let Q denote one of the three 
fields of real numbers, complex numbers, or quaternions. Let Qn be 
the right vector space whose elements are ordered sets of n elements of 
Q. Specifically x =  (xi, • • • , xn) is in Qn if each Xi e Q ; and, if q is in 
Qy then xq = (xiq, • • • , xnq). Define the inner product of x and y in 
Qn by

x-y =  S i  Xi'yi (Xi =  conjugate of xt).



It follows that

y x  =  xjj, (xq)-y = q(x-y), x-(yq) =  (x-y)q.

In particular x-y = 0 if and only if y x  =  0, thus the relation of orthog­
onality is symmetric. Let S  be the unit sphere in Qn, i.e. the locus 
X ' X  =  1.

Let Gn be the group of linear transformations in Qn preserving the 
inner product. Precisely

Vi ^j=l G’ij'l'j) &ij  ̂Qv

is a linear transformation x —><r(x). The condition <r(x)-a(y) — x-y 
leads immediately to the relations

^4=1 GijGik == $jk

which means that the inverse matrix of a is its conjugate transpose. 
Gn is called the orthogonal, unitary or symplectic group according as the 
scalars are real, complex or quaternionic. It is a compact Lie group.

The group Gn is transitive on the unit sphere S.  The standard 
proof in the real case generalizes as follows. If x 1 is a vector of norm 1, 
and n >  1, there is a second vector y linearly independent of x 1. Then 
y — x 1(x1-y) is orthogonal to x 1. Multiply this vector on the right by 
the reciprocal of its norm, and obtain a unit vector x2 orthogonal to x 1. 
If n >  2, there is a vector y independent of x l,x2. Then y — x 1(x1'y) 
— x2(x2-y) is orthogonal to both x 1 and x2. Normalize and obtain xz. 
In this way one obtains n mutually orthogonal unit vectors x 1, • • • , 
xn. Let (rn =  x\. Then a belongs to Gn and <r maps (1, 0, • • • , 0) 
into x 1. It follows that Gn is transitive.

Let Gn- 1 be the subgroup of Gn leaving fixed the vector x° =  (1, 0,
• • • , 0). As shown in §7.3 and §7.4, the map

(1) pi: Gn —> S,  defined by pi(<r) =  <r(x°), 

represents S  as the left coset space

( 2 )  S  =  Gn/Gn-h

and Gn is a principal bundle over S  with group Gn- 1.
20.3. The sphere as a bundle over a projective space. Let M n be

the projective space associated with Qn. Specifically, if x and y are 
non-zero elements of Qn, we say that x ~  y if there exists a q in Q Such 
that y = xq. This relation is symmetric, reflexive and transitive. 
The non-zero elements of Qn are thereby divided into equivalence 
classes, and these are the elements of M n- Let

(3) p: S ^ M n



be the map which assigns to each element of S  its equivalence class. 
Since any non-zero vector can be normalized, it follows that p maps S 
onto M n.

If a is in Gn we have a(xq) =  a(x)q. It follows that Gn is a trans­
formation group of M n in such a way that

Since Gn is transitive on S  and p(S) =  M n it follows that Gn is transitive 
on M n. Let z° — p(x°), and define

If H  is the subgroup of Gn which leaves z° fixed, then, as shown in §7.3, 
p 2 provides an identification

An element a of Gn belongs to J? if and only if a(x°) =  x°q for some 
q in Q with |g| =  1. This means that <m =  q and an =  an =  0 for 
i 1. Therefore the matrix a decomposes into

where Q' is the subgroup of elements of Q of absolute value 1.
One consequence of (7) is that H  is a closed subgroup. Then 

Gn/H is an analytic manifold. We assign to M n the topology of Gn/H 
under the identification (6). By (4) we have

In view of (8) and the identifications (2) and (6), we may apply the 
bundle structure theorem 7.4 to obtain

The unit sphere S is a bundle over the projective space M n with fibre

and group Qr (since (?n- i  is invariant in Qf X Gn- 1).
20.4. Special cases. The above result provides three special cases. 

In the case Q =  real numbers, Q' is just the 0-sphere consisting of +1  
and — 1. The unit sphere in Qn has dimension n — 1. And the result

(4) a(p(x)) =  p(a(x)) x e S.

(5) P2: Gn-> Mn by p 2(a) =  a(z°).

(6) M n =  Gn/ H .

It follows that H may be identified with the direct product

(7) H =  Q' x G n - 1

p*(a) =  a(z°) =  a(p (x0)) =  pa(x°) =  ppi(a),
so that

(8) P2 =  V P  I-

Q' X Gn—l/Gn—l =  Q[



states that Sn~l is a double covering of the real projective space of 
n — 1 real dimensions.

In the case Q =  complex numbers, Q' is the 1-sphere eie (0 ^  0 
<  2t ). The unit sphere S in Qn has 2n — 1 real dimensions. The 
complex projective space M n has 2n — 2 real dimensions. The result 
states that $ 2n_1 is a 1-sphere bundle over the projective space of n homo­
geneous complex variables.

In particular, when n =  2, M n may be identified with the 2-sphere, 
and we have shown that p: S z —» S 2, given in §20.1, has a 1-sphere 
bundle structure.

In the case Q =  quaternions, Q' is the 3-sphere S z: |g| =  1. The
unit sphere S in Qn has 4n — 1 real dimensions. The quaternionic pro­
jective space M n has 4n — 4 real dimensions. The result states that 
$ 4n-1 is a 3-sphere bundle over the projective space of n homogeneous 
quaternionic variables. Actually the result is stronger. The group of 
the bundle is the group Qr — S z of unit quaternions which is decidedly 
smaller than the group of all orthogonal maps of Sz.

In particular when n =  2, the projective space may be identified 
with the 4-sphere $ 4 obtained by adjoining a point at infinity to Q. In 
this way, S7 is a 3-sphere bundle over $ 4 with group Qr = Sz.

Since, in all cases, Q' is both the group and the fibre, all the foregoing 
are principal bundles.

20.5. Cayley numbers. A Cayley number c =  (#1,22) is an ordered 
pair of quaternions. They are added by adding coordinates, and 
multiplication is defined by

~  <72«2, M l +  M l)  ■

Define the conjugate of c == (^1,^2) to be c =  (qh — q2). Then cc =  
|c|2 is real and non-negative, and is zero if and only if c =  0 =  (0,0). 
If c 7̂  0, then c_1 =  c/ |c |2 is a right and left inverse of c. The pair of 
quaternions (1,0) is a 2-sided unit. Furthermore

(9) |cd| =  |c||d|

can be verified by direct calculation. Therefore cd =  0 implies c =  0 
or d =  0. Multiplication is distributive with respect to addition. 
Therefore the set C of £,11 Cayley numbers forms a division algebra.

The associative law does not hold in general. However it can be 
shown [13] that any two elements of C generate an associative algebra 
isomorphic to a subalgebra of the quaternions.

If a quaternion is represented, in the usual way, as a set of four 
r£al numbers, then C may be identified with a real 8-dimensional vector 
space. Its topology is that which it obtains under this identification.



Furthermore addition in C corresponds to vector addition. It is 
easily seen that the operation y —> xy in C is a linear transformation 
g(x). The operation x —► g(x) maps the non-zero elements of C into the 
linear group L8, and is called the left representation of C. It is a con­
tinuous correspondence, but is not homomorphic due to the non­
associativity of C.

20.6. The bundle S n —>■ S 8. The construction of sphere bundles in 
the preceding sections was based on the associative law for the algebras 
considered. For example, in defining the projective space the proof 
of transitivity of the equivalence relation used associativity. It 
appears therefore that there is no notion of a projective space based 
on Cayley numbers. However by proceeding in a different manner 
we can construct a fibering of £ 15 over S s with S 7 for fibre.

Let Z  be the 16-dimensional real space consisting of pairs (c,d) 
of Cayley numbers. Let B denote the complement in Z  of the pair 
(0,0). Let X  denote the 8-sphere obtained from C by adjoining a point 
oo (a neighborhood of 90 in X  is the complement in X  of any compact 
set in C). Define p: B —> X  by

/ \ if d 9* 0,
- 1 *  « d .  0 .

The continuity of p at a point (c,d) with d 5* 0 is readily verified. If a 
sequence dn tends to 0, it follows from (9) that d~x tends to 00. If also 
cn tends to c 9  ̂ 0, (9) implies that cnd~l tends to 00. Therefore p is 
continuous.

Let Y  denote the set of non-zero Cayley numbers. Let V\ =  C, and 
let V 2 be the complement of zero in X.  Define

<t> 1: V 1 X Y B by 4>i(x,v) =  (xy,y)

H  r . X T ~ B  by

Pi(c,d) =  d, pi(c,d) =  c.

Using the associativity of the subalgebra of C generated by two ele­
ments, we have

p4>i{x,y) =  (xy)y~1 =  x{yy~l) =  x 
p<t>2(x,y) =  y ix - 'y ) -1 =  y(y~lx) =  x, x ^  » ,

p<l> *(.*>,y) =  p(yfi)  =  » ,  
pi<t>i(x,y) =  y, Pi<j>2(x,y) =  y.

Therefore fa maps F< X Y  homeomorphically ontop~l(F,) (i =  1,2). 
If x is in Vi  C\ V2, then

4>i'x<t>i.z(y) =  P2*1 (x,y) =  P%{xy,y) =  xy =  g{x)-y



where g(x) is the left linear transformation corresponding to x. It 
follows that {BjP,X,Y,L8,(<I>i,<I>2)} is a coordinate bundle.

According to §12.9, any linear bundle is equivalent to an orthogonal 
bundle. In particular the bundle (B just constructed is equivalent in L 8 
to a bundle (B' with group Os. Let S7 be the unit 7-sphere in Y. Since 
S7 is invariant under 0 8, it determines a unique subbundle (B" of (B' con­
sisting of a 7-sphere in each fibre of (B'. The space B" is compact and 
lies in B. Since the equivalence of (B and (B' is linear, each ray through 
the origin of Z meets B" in exactly one poiqt. Therefore B" is homeo­
morphic to a 15-sphere. We have proved

The 15-sphere is the bundle space of a 7-sphere bundle over the 8-sphere.
20.7. The problem of finding real division algebras. It is a classical 

theorem of Hurwitz that any real division algebra having a norm which 
satisfies (9) must be the real, complex, quaternionic or Cayley algebra. 
The preceding construction used (9) in two ways: to show that C is a 
division algebra, and to prove the continuity of p. The fact that C is a 
division algebra was used in an essential way. The continuity of p 
could be proved from the bilinearity alone. One is therefore led to seek 
real division algebras in order to construct more fiberings of Spheres by 
spheres. Whether such exist other than in the dimensions 1, 2, 4 and 
8 is not known. It has been shown [51] that the dimension of a division 
algebra must be a power of 2. (See App. sect. 4.)

20.8. Universal bundles. The bundle S z —> S 2 is principal and 
has S 1 as its group. Since irt(S3) =  0 for i  <  3, we obtain from §19.4:

The bundle S z —> S 2 is 3-universal for the group SK
In a similar way:
The bundle S7 —> $ 4 is 7-universal for the group S z.
By virtue of the classification theorem §19.3, we are led to the prob­

lem of enumerating the homotopy classes of maps of a complex K  into a 
sphere. In the first case, dim K  S  2, and, in the second, dim K  S  6. 
The classification of maps of an n-complex into an n-sphere is given by 
the Hopf theorem (see §37.12). We obtain thus an effective enumer­
ation of bundles over a 2-complex with group S 1 and bundles over a 
4-complex with group S z.

§21. Th e  H o m o t o py  Gr o u p s  of Sp h e r e s

21.1. The results of the last two articles indicate the importance 
to bundle theory of solutions of various homotopy classification prob­
lems, and, in particular, the importance of computing the homotopy 
groups of the classical Lie groups. Only partial results have been 
obtained in this direction. These depend on the knowledge of homo- 
topy groups of spheres where again the facts are only partly known.



In this article, we state the known results and give indications of their 
proofs.

We adopt the convention that, if G is a group, G =  oo means that 
G is infinite cyclic, and G — 2 means that G is cyclic of order 2.

21.2. Relations derived from bundles. In §§15.8-15.10, we have 
seen that

The circle S 1: \z\ =  1 is covered by the real number system under
the map z =  exp (ix). Since a line is contractible to a point, all its 
homotopy groups vanish. It follows from §17.6 that

As shown in §20, S z is a 1-sphere bundle over S 2. Since t i ( S z) = 0, 
any fibre is contractible to a point in S z. By §17.10, we have

When i  =  2, this provides no new information. Using (2), we have

It was also shown in article 20 that S7 is a 3-sphere bundle over 
and S n is a 7-sphere bundle over S 8. In each case the fibres are con­
tractible to a point; hence §17.10 implies

These are the results obtained directly from bundle relations. 
Except for (2) and (4), they do not give complete answers. However 
they indicate the complexity of the problem.

21.3. The suspension homomorphism of Freudenthal. Let /  be a 
map S1 —> Sn. Let S1 and Sn be equators of Si+l and >Sn+1 respectively. 
The suspension of / ,  denoted by Ef  (called Einhangung by Freudenthal).

(1)
i  <  n, 
i  =  n.

(2) TiiS1) =  0 for i  >  1

TTVOS2) +  Ti{SZ)

7T , 0 S 2 )  «  Ti(SZ)

7T3 (> S 2 )  =  OO .

(5)
(6)

TiiS*)  «  T i - i m  +  7 T ; 0 S 7 ) ,  

T<(s*y «  T i-im  +
Using (1), we obtain

(7)
(8)
(9)
(10)

7 T , 0 S 4 )  «  7T ^ x O S 3) ,

7 T , ( S 8 )  «  7ri. 1(S7) f 
7T7 (SA) ~  7T6 ( a S 3)  +  0 0 ' .  

7T 15(SZ) ~ T u (S7) +  O 0 .

2 ^  % <  7. 
2 ^ i  <  15.

( 3 )

In particular

( 4 )



is the map
Ef: S*+l -> £ w+1.

which reduces to /  on the equator and maps the upper (lower) hemi­
sphere E ^ 1(E^1) of Si+1 on the upper (lower) hemisphere Enf rl(E^rl) 
of Sn+1. This is done by mapping the center of each hemisphere into 
the center of the corresponding hemisphere, and extending radially. 
A homotopy of /  into / '  may be suspended to provide a homotopy of 
Ef  into E f .  Therefore E  carries a homotopy class into a homotopy 
class. In §15.11, we have shown how homotopy classes of sphere 
maps correspond to elements of the homotopy group. Thus E  deter­
mines a map

(11) E: Tt-(iS*)->T<+1(S»+1).

It is a homomorphism. To show this, we present an alternative 
definition of E. In the diagram

I*
iri+1(Sn+ \E l+1) <- trt-+1( ^ +‘,S*)

(12) Tfc* id
E

T<+i(S"+‘) <- T<(S»)

k and I are inclusion maps. Since the hemispheres are cells, their 
homotopy groups vanish. This and exactness of the homotopy 
sequences of 0Sn+1,jE/"+1) and (Z£++1,$n) imply that k* and d are iso­
morphisms. It is not hard to show that

(13) E =  k * % d r \

When i  <  n, E  is trivially an isomorphism since both groups are 
zero. When i  =  n, all groups of (12) are infinite cyclic and I* is an 
isomorphism (see §15.10). It is easy to check directly that the iso­
morphisms (7) and (8) above are given by E. These are all special 
cases of the following general result of Freudenthal [36].

21.4. I f  i  <  2n — 1, then E in (11) is an isomorphism onto. I f  
i  =  2n — 1, then E is a homomorphism onto.

The proof is omitted since it is difficult and not closely related 
to bundle theory.

In view of (5) and (6), we have the additional result: I f  n is 3 or 7,
then, E in (11) is an isomorphism into a direct summand for all i  ^  1.

21.5. I f f :  (En,Sn~l) —» 0Sn,£o) represents a generator of irn(Sn), then

/*: 7T*CE^S"-1) «  iri(Sn) for i  <  2n -  2
and /* is a homomorphism onto when i =  2n — 2.



In order to use diagram (12) replace i,n by i  +  1, n +  1. Since k* 
is an isomorphism for i  +  1 = n +  1, kf represents a generator a of 
TTn+i(Sn+1}E n+1). Since I* is an isomorphism when i +  1 =  n +  1, 
there is a topological map g\ (En+1,Sn) —> (I?++1,aSn) such that Ig also 
represents a . It follows that kf ^  Ig; therefore

/c*/* =  l*g*

for all dimensions of the homotopy groups. Using (13) we have

/* = Edg*.

Since g is topological, g* is isomorphic. As observed above d is also 
isomorphic. Hence /* is equivalent to E. The result follows now 
from §21.4. (Under the substitution of i  — 1, n — 1 for i,n, the 
inequality i <  2n — 1 becomes i  <  2n — 2).

21.6. The Hopf invariant. The study of the group 7r2n_iOSn), and 
of the kernel of E , when i  = 2n — 1. is based on the Hopf invariant. 
Let an element a in 7r2n-iOSn) be represented by a map /:  S 2w_1 —» Sn. 
We may suppose that /  is a simplicial map relative to some triangula­
tions. If xi,x2 are interior points of n-simplexes of Sn, th en /-1 (x») = y» 
(i =  1,2) is an (n — l)-manifold in >S2n_1. Using orientations of Sn 
and aS271-1 we assign a natural orientation to y im In this way y hy2 are 
(n — l)-cycles in /S2n_1. Their linking number H(a) is proved to 
depend only on a , and is called the Hopf invariant. In this way H is a 
homomorphism

H : 7r2n_i(>Sn) —> the group of integers.

When n is odd, H  is always zero due to the anti-commutativity of 
linking numbers. When n is even, Hopf has shown [49] that there 
always exist elements having an even invariant. For n — 2,4 and 8, 
the bundle maps given in article 20 have Hopf invariant 1. This is 
intuitively clear if it is observed that p~l{x) is a great (n — l)-sphere 
of S 2n_1 for each x , and any two such necessarily link one another once.

According to FreudenthaFs result (§21.4), E  maps irz(S2) onto 
7r4(>S3). He also proved that the kernel of E consists of all elements of 
even Hopf invariant. Since H  maps tz(S2) isomorphically onto the 
integers, it follows that 7t4(aS3) is a cyclic group of order 2. This and 
§21.4 imply

For n ^  3, Tn+i(Sn) = 2 .  Its non-zero element is represented by an 
(n — 2)-fold suspension of the Hopf map S z —> S 2.

From this and (3) above, we obtain
21.7. The group tt4(aS2) = 2 .  Its non-zero element is represented by 

the composition p Ep where p: S z —> S 2 is the Hopf map.



Numerous additional results concerning homotopy groups of 
spheres have been obtained. They are mainly to the effect that cer­
tain groups are not zero. Up to the present writing, the only groups 
determined completely are w^S1) for all i } Wi(S2) for i ^  4, and Wi(Sn) 
for i  ^  n +  1 and all n. (See App. sect. 4.)

Pontrjagin [72] has announced that 7rn+2(Sn) is zero for n ^ 3, but a 
complete proof has not appeared. Freudenthal has shown [36] that it 
is either zero or a cyclic group of order 2 isomorphic to 7r4(/S2) under 
(n — 2)-fold suspension.

A d d e d  in  p r o o f . It has been shown that 7rn+2(>Sw) is cyclic of 
order 2 by Pontrjagin [C. R. Acad. Sci. URSS , 70 (1950), 957-959] and
G. Whitehead [Annals of Math. 52 (1950), 245-247].

§22. h o m o t o p y  Gr o u p s  of t h e  Or t h o g o n a l  Gr o u p s

22.1. Conventions. Much of the material of this and the next two 
articles are covered in detail in papers of G. W. Whitehead [99] and B. 
Eckmann [15]. (See App. sect. 5.)

We adopt notations similar to those of §§7.6-7.10. We assume an 
infinite set of real variables (£0, h, t2, * * •). Cn+1 denotes the carte­
sian space of the variables (t0, • • • , tn). Sn is the unit n-sphere in 
Cn+1. The point xn is the unit point on the £n-axis. For any point x of 
Snj its antipode is denoted by —x. On+i is the orthogonal group in 
Cn+1. It is assumed to operate trivially on the variables tn+1, • • • so 
that On+i C  On+ 2  for all n. The identity element of On+i is denoted 
by e.

As observed in §7.8, On+1 has just two components, and the com­
ponent of e is Rn+i (the rotation group of Sn). Therefore T0(On+i) =  
On+i/-Rn+i is a cyclic group of order 2. The non-zero element of this 
group is denoted by a0. It is represented by any orthogonal map of 
determinant —1.

We shall use e as the base point for all homotopy groups. Since 
R n+i is the component of e in On+1, we have Tn(Rn+i) =  Ti(On+1) for 
i ^  1. We shall therefore restrict attention to the rotation groups 
with the exception that we must consider the operations of a0 on 
Ti(Rn+i) (see §16.10).

Since R n C  Rn+1 for each n, we have numerous inclusion maps, 
e.g. (Rk,Rn) C  (RmjRn) for n ^  k ^  m. Any such induces homo- 
morphisms of the homotopy groups. It is to be understood in the 
sequel that any homorphism 7ri(Rk,Rn) —> Tri(Rm,Rn) is induced by the 
appropriate inclusion map.

We adopt the convention (§21.1) that equating a group to oo means 
it is infinite cyclic, and to 2 means it is cyclic of order 2.



22.2. The group 222. The group R 2 is, topologically, a 1-sphere. 
Therefore wi(R2) is infinite cyclic and ir»(jB2) =  0 for i  >  1 (see §21.2). 
As observed in §16.10, the element a0 of ir0(O2) operates in 7n(222) by 
sending each element into its inverse.

22.3. The group 2?3. The group Rz is topologically equivalent to real 
projective 3-space P 3.

There are various ways of showing this of which the following one 
is quite useful. Let S z denote the group of quaternions of absolute 
value 1. The subset of S 3 of those quaternions whose real (scalar) part 
is zero is a 2-sphere S 2. It is the intersection with S z of the 3-plane 
spanned by the units i , j } and k.

We define a continuous homomorphism

(1) p: S z -+ R z

by the rule
p(q)'qf =  qq'q~l for q' e S 2.

Note that q' —> qqfq~l is linear in terms of the four real components 
of qr. Since |g| =  1, and the norm of the product is the product of 
the norms, the transformation is orthogonal. Since qlq~l =  1, and 
S 2 is orthogonal to 1, it follows that p(q) is in 723.

A quaternion commutes with the pure imaginary units i, j ,  and k 
if and only if it is real. It follows that the kernel of p is the group 
of two elements 1 and —1. The cosets of this subgroup are just the 
pairs q, — q. It follows that p(Sz) is a projective 3-space, and p is the 
standard double covering.

It remains to show that p(Sz) =  223. Let A ,  A >  and Dk be the 
1-parameter subgroups of Rz leaving fixed the quaternions i, j,  and k 
respectively. It is well known that any element of Rz is a product of 
elements from these subgroups. We show that each is contained in 
p(S3). By symmetry, it is enough to prove this of one of them, A  say. 
Let q =  eie (0 ^  6 ^  t ) .  Then

q j q ~ l — eieje~ie =  eideiBj  =  ei2ej  
=  j  cos 26 +  k sin 26.

Thus p(q) is a rotation in the 0 ‘,/c)-plane through the angle 26. This 
completes the proof.

Let p: R z —* S 2 assign to each r in 223 the element r(i). Then 
pp: S z —> aS2 is the factoring of S z into the left cosets of A . It is not
hard to show directly that pp is topologically equivalent to the Hopf 
map (§20.1).

Having shown that Rz is covered twice by S z} it follows that

(2) 7ri(Rz) is cyclic of order 2.



By §17.6, we have

(3) 7Ti(i23) »  IT*OS*),

Applying the known facts for S 3 (§21), we have

(4)
(5)
(6)

TT2(Rd) =  0, 
7r3(2?3) =  00,
ir^Rz) =  2.

A generator of it3(jB3) is represented by the map p of (1) above, and 
the non-zero element of t4(Jf23) is represented by the composition of 
the essential map S4 —> S 3 followed by p.

The operations of a 0 on ti(Rz) are trivial. This is a special case of
22.4. The operation a 0. I f  n is odd, a 0 in t 0(On) operates trivially on 

tti(Rn) for each i.
Since n is odd, the scalar matrix with —l ys down the diagonal is an 

element of On of determinant — 1. Conjugation of R n by this element 
is the identity transformation. It therefore induces the identity 
transformation of wi(Rn), and the assertion is proved.

22.5. I f  n is odd, and k =  1, 2, • • • , then a0 in to (0 n+k) operates 
trivially on the image of T { ( R n) in T i ( R n+k) for each i .

Let r be the diagnonal matrix having the first n diagonal elements 
equal to —1 and the rest to 1. Then its determinant is —1. Con­
jugation of Rn+k by r is non-trivial, however the subgroup R n remains 
pointwise fixed since r commutes with R n. This implies the result.

22.6. The group i?4. Define the homomorphism

If the bundle projection p: Ri —> S 3 is given by p(r) =  r  1, it follows 
that p<r(q) =  q. Thus, as in §8.6, Ri is equivalent to the product 
bundle S 3 X Rz-

By §17.8, this implies

(7)
by

(j\ S 3 —> Ri

a(q)-q' =  qq’.

(8) T T i(R i) ~  T i ( S 3) +  TTf(JB3)

Applying the results already obtained for S 3 and Rz-

(9)
(10) 
(11) 
(12)

i r i ( R i )  =  2 ,

TtiRi) =  0, 
i r 3{ R i )  =  oo -)- oo 
Vi{Ri) =  2 -f- 2.



The direct sum relation (8) is natural in that the inclusion Rz C  Bi 
induces an isomorphism of *i(Rz) onto a subgroup of miR*), and the 
map a induces an isomorphism of Wi(Sz) onto a subgroup of t^Ra). 
Finally, tti ( R 4) is the direct sum of these two subgroups. Because of 
this we can give explicit generators for the groups of (11) and (12) 
as follows:

22.7. Generators for 7r3 and tt4 of R 4. The maps p (see (1) above) and 
<r (see (7)) of the oriented sphere S z into Ra determine elements a z and P z, 

respectively, which generate 7r3(Ra)- I f  h: S 4 —> S 3 is an essential map, 
then the compositions ph and ah represent generators a4 and Pa, respec­
tively, of w4(R 4).

By §22.5, we have, for a0 in tt0(O4),

(13) ao(az) =  az, ao(a4) =  ol4-

Let r e 0 4 be the transformation q —>q (conjugate). Then r has 
determinant —1. To obtain the effect of olq operating on P z, we con­
jugate a by r:

(r<r(q)r-iyq' =  r<r(q)-q' =  r-(qq') =  q'q.

On the other hand

p(q)<r(q)~W =  p (& ( . r W )  =  q(<rlq')<rl =  q'q-

Since these two equations hold for all q', we have

(14) r f f ^ r - 1 =  p(q)<r(q)-\

By §16.7, this implies

(15) ato(Pz) =  «3 — ISz-

Formula (14) implies the relation obtained by replacing p,a by the 
compositions ph and ah respectively. Therefore

(16) «o(/?4) =  ola — Pa =  ola +  Pa

since Pa is of order 2.
22.8. The constancy of irn (R m )  for large m. Inclusion maps induce 

a  homomorphism of wn ( R n+ i) onto T n ( R n+ 2) ,  and isomorphisms w n ( R n+ 2) 

«  irn (R m )  for m >  n +  2.
As shown in §19.5

^ (R m + ljR k + l)  ~  T ri(0 m + l/0 k+ l) =  i  =  k  ^  Wl.

In particular wn(Rn+2,Rn+i) =  0. This and exactness of the homotopy 
sequence of (/2n+2,i2n+i) imply the first statement. Similarly, in the



section

* ^ n ^ R n + 2 )  * T ^ n i R m )   ̂ T ^ n { R m j R n +  2)

of the homotopy sequence of (j?m,i?n+2), the end terms are zero. This 
and exactness imply that the middle homomorphism is an isomorphism.

Using this result with §22.2 and formula (2) above, we have
22.9. 7ri(Rn) is a cyclic group of order 2 for n >  2. Its generator is 

represented by the inclusion map of the 1-sphere R 2 in R n.
In the same way we obtain from §22.2 and formula (4):
22.10. 'jr2(Rn) =  0 for all n.
To determine 7r3 (Rn), n >  4, we must calculate the kernel of TziRt) 

—> 7t3 (Rf) • This is accomplished in the next article.

§23. A Chara cter istic  M ap  fo r  t h e  B u n d l e  R n+i over  S n

23.1. The kernel of Wi(Rn+i) —> Tn(Rn+2). We have seen, in §18, 
that any bundle (B over Sn may be given a normal form which leads to a 
characteristic map T : £ w_1 —> G. We shall exhibit a T for the bundle 
Rn+i over Sn. The importance of T in computing the homotopy groups 
of Rn+i is clear from the following general result.

23.2. T h e o r e m . Let (B be a principal bundle over Sn in normal 
form, T its characteristic map) G\ the fibre over the midpoint X\ of Ei, £ =  
<t>i,xu and y\ =  £(e). I f  i  S  2n — 3, then the kernel of the homomorphism 
TTi(Gi) —> TTi(B) is the image group £*T*7r*(>Sw_:t).

The exactness of the homotopy sequence of the bundle implies that 
the kernel of'the homomorphism is the image A7rl+i(>Sn). When i  =  
n — 1 the result follows directly from §18.4. For larger values we must 
appeal to the Frendenthal suspension theorem 21.4.

Let h,h' be the maps constructed in the proof of §18.4. We recall 
that h maps E 2 — Sn_1 topologically onto Sn — It follows that h 
represents a generator of 7rn($n). Therefore, by §21.5, h* maps 
7n(E2,Sn~1) onto 7TiOSn) for i  ^  2n — 2. Since phf =  h, and p* is iso­
morphic for all ij we have that h* maps Wi(E2)Sn~1) onto Wi(B,Gi) for 
i 2n — 2. As shown in the proof of §18.4, A'|>Sn_1 =  £T. By the 
standard property of the boundary operator, commutativity holds in 
the diagram

ti*
Ti(E2rS*-1) -> 7r<(B A )



But d' is an isomorphism for each i  (see §15.8, (7)). Therefore the 
image of £*T* coincides with that of £*T*d' = dhf*. Since A* is onto 
for i  ^  2n — 2, the image of dh* is the same as the image of d. We 
conclude that £* T* and d have the same image for i ^  2n — 2. The 
exactness property insures that the image of d is the kernel of Wi-i(Gi) 
— If we replace i  — 1 by i, the restriction on i becomes 
i  ^  2n — 3, and the theorem is proved.

23.3. The normal form. We give now the normal form for the 
bundle p: 2?n+i —» Sn where p(r) = r(xn) (the notations of §22.1 are
still in force).

Define <t>: Sn — ( — xn) —> R n+1 to be the map which assigns to
x —xn the rotation which is the identity on all points orthogonal to 
both x and xn, and rotates the great circle through x and xn so as to 
carry xn into x. Clearly

p<t>(x) =  x.

In terms of coordinates x =  (£o, , tn), 4> is given by the matrix

(i) <j>(x)

to

« ? -

tatfl

1 +  tn

t n — 1

- t o  ■ tn— 1 tn

where S% =  1 or 0 is the Kronecker S, and a,/3 range from 0 to n — 1. 
The proof that the matrix is orthogonal, and has the stated properties 
of <£ is mechanical and is omitted. The continuity of <j> is obvious from 
the matrix form.

Recall that xn- i  =  (0, • * • , 0, 1, 0). Hence

X =  < £ ( £ n - l ) 2

is a 180° rotation in the plane of the last two coordinates. Define

(2) x e Sn — ( —xn), r e Rn
x e S n xn, r e Rn.

The coordinate neighborhoods are V\ =  Sn — ( —xn) and V2 =  Sn — 
xn. Define

Pi(r )  = [<#>p(r)]-V, p(r) e V i ,
p 2(r) =  [<t>\p(r)]- l̂\r, p(r) e F 2.

It follows quickly that

(3)

p<t>i(x,r) = x, Pi4>i(x,r) =  r (i =  1,2)



and

(4) x .e V i  n  Vt.

In particular, gi2(xn-i) =  e. Therefore, the bundle is in normal form 
relative to the base point xn- i  of $ n-1. By definition

(5) Tn + 1 =  0 1 2 |>Sn _ 1 : 0 S " ^ , X n - l )

is the characteristic map of this normal form. Assuming x e aS”-1, and 
using the m atrix form (1) of </>, we compute the right side of (4) and 
obtain the m atrix form

(6) Tn+16*0 =  ||«? -  2 t M -
In—1 0
0 - 1 x e Sn-1,

where a , =  0, 1, • * • , n — 1, and I n- i  is the identity matrix of n — 1 
rows. (The subscript on Tn+i will be omitted frequently.)

23.4. Properties of the characteristic map.
T h e o r e m . The characteristic map Tn+1: £ n_1 —> Rn of a normal 

form of the bundle R n+1 over Sn is given by (6) above. As a rotation of 
aS"” 1, Tn+i(x) leaves fixed all points orthogonal to x and xn- i } and rotates 
the great circle of x,xn- i  through an angle twice that from xn- i  to x. I t  
follows that T(x) = T{ — x), and T(x) 9  ̂ T(x') if x 9̂  ±x'. Hence 
Tn+i(Sn-') is a real projective (n — l)-space contained in R n, and Tn+1 is 
the usual double covering. I f  p': R n —>> Sn~l is defined by p'(r) =
r(xn-i), then p'Tn+1 maps aS w_1 on itself with degree 0 if n is odd, and 
degree 2 if n is even.

If a point of Sn~l is orthogonal to x and £n-i, it is also orthogonal 
to the planes of x,xn and x,xn-\.  It therefore remains fixed under each 
factor of (4), and, hence, under T(x).

F ig . 7.

Let C be the great circle through x,xn~i, and let S be the 2-sphere 
through C and xn. Let 6{xr) be the angular coordinate, measured 
from xn- 1, of a point x' of C. Then 6 (fix) =  ir — 0(x). Hence 
<f>(fix) rotates S through an angle of ir/2 about the point x' of C whose 
angular coordinate is tt/2 — 6(x) (see Fig. 7). It carries xn- i  into the



point of the arc from xn to xr at an angle 0(x) from x». Then X<£(Xx)*xn 
is on the arc from —xn to Xx' at the angle 0(x) from — xn. The rota­
tion has Xx' as fixed point, and carries — xn into x. Therefore
T(x)-xn-1 lies on the arc from x to Xx' at an angle of 0 from x. Hence 
6(T(x)-xn- 1) =  20(x). This proves the second statement. The next 
two sentences in §23.4 are immediate consequences.

To prove the last statement, let E,E' be the hemispheres tn~1 ^  0 
and tn-1 ^  0 of Sn~l. By what has been shown, p'T  maps E  — Sn~2 
topologically onto Sn~l — ( —xn-i)  and certainly with degree + 1  if E  
is oriented concordantly with £ n_1; for p'T\E  is the result of a homo­
topy in which each point x moves along the great circle C through 
xn-ux  to the point whose angle from xn- i  is twice that of x; thus Sn-1 is 
deformed over E' into — xn-i. Since T(x) =  T ( —x), p'T  also maps 
E' — £ n-1 topologically onto £ n-1 — ( —xn_i); and its degree is that of 
the antipodal transformation x —» —x. The latter is ( — I)71. The 
total degree of p 'T : Sn~l —> Sn~l is the sum of the degrees 1 +  ( — l ) n 
on E,E ' ; and the result follows.

R e m a r k . The map Tn+1 was used by Hopf [49] to construct a 
map iS2n_1 —» Sn which, for even n, has Hopf invariant 2.

23.5. C o ro lla ry . I f  n is odd, the kernel of irn(Rn+i) —> 7rn(i2n+2) is 
an infinite cyclic group and T,n+2* Sn —> R n+i represents a generator of 
this kernel.

That T represents a generator of the kernel follows from §23.2. 
Since n is odd, p'T  has degree 2, and therefore represents an element 
of infinite order in t n(Sn). Hence T represents an element of infinite 
order.

23.6. The group tt3 (Rm).
T h e o r e m . I f  the maps p: S 3 Rs and a: S s —> R± are defined

as in §22.8 and §22.6, then TV £ 3 —> R\ satisfies

Ti,(q) =  p(?)- 1<r(g)2.

Hence T$ represents the element —0:3 +  (see §22.7). It follows that
tt3(R§) «  ttz(Rm) (m ^  5) is an infinite cyclic group generated by the 
image of 03.

As in §22.6, S z is regarded as the group of unit quaternions. Let 
the reference point x3 be the quaternion 1. Referring to the definitions 
of p and <r, we have

p (?)" M ?)V  =  r W ?  =  m ’t

If q' is orthogonal to 1 and g, it is easily shown that q'q =  qq'. Hence 
qq'q =  q'. On the other hand, if q' lies on the circle through 1 and q 
(which is a 1-parameter subgroup), then q'q =  qq'. Hence the trans­



formation q' —> qq'q = q2q' is a rotation of this circle through an angle 
which is twice the angle from 1 to q. It follows now, from §23.4, that 
r 5 =  p~V2. Since p represents a h and a represents /33, §16.7 implies 
that T 5 represents — a z +  2/33. This and §23.5 yield the conclusion of 
the theorem.

The next problem is to compute As a first step we haVe
23.7. L e m m a . When n is even, t n(Rn) maps homomorphically onto 

Tn(Rn+i)- The kernel is either zero or a cyclic group of order 2. In the 
latter case the non-zero element of the kernel is represented by the com­
position of an essential map Sn —> iSn-1 followed by Tn+i: Sn~1 —> R n-

Consider the following section of the homotopy sequence of 
(Rn+l)Rn) •

i* j* d i*
'Kn(R'n)  ̂^n(Rn+l)  ̂ 'T'niRn- l̂jRn)  ̂T?n—1 (.Rn) ^

Now TTn(Rn+i,Rn) ^  rrn(Sn) = co, and, by §23.2, its image under d is 
generated by Tn+1. Since n — 1 is odd, §23.5 states that the kernel of 
i* (on the right), which is the image of d, is infinite cyclic; hence the 
kernel of d is zero. Therefore, by exactness, the image of j* is zero. 
Again, by exactness, the image of i* (equal to the kernel of j*) is the 
entire group Tvn(Rn+\)- By §23.2, the kernel of i* is the image group 
Tn+i*TTn(Sn~l) . The case n =  2 was settled in §22.10. If n ^  4, then, 
by §21.6, TTnOS71-1) is cyclic of order 2, and the lemma is proved.

23.8. The left distributive law. The second step in computing 
TTA(Rb) is to establish a “ left distributive law ” -for homotopy groups. 
Suppose, first, that Sn,Sm are oriented spheres and Sn —» Sm
represent elements a ha 2 of 7rn(Sm). Let h be a map Sm—> X.  Then 
hfhhf2 represent h*ai,h*a2 in irn(X).  Since h* is a homomorphism, we 
have h*(ai +  a 2) =  h*ai +  h*a2. This is called the right distributive 
law.

In general, there is no left distributive law. Suppose /:  Sn —> Sm 
and hhh2: Sm —» X.  Let hi +  h2\ Sm —> X  denote a map represent­
ing the sum of the elements of 7 rw ( X )  represented by hi and h2. Let 
a,ai,a!2 be the elements of 7 r n ( X )  represented by (hi +  h2)f, h j ,  h2f  
respectively. In general, a ^  a i +  a 2. An example of this is 
provided by the Hopf map /:  £ 3—» S 2 and hi =  h2 = the identify
map of S 2) in this case a =  2 («i +  « 2) (see [49]). However, we h#ve

L e m m a . If  f: Sn —> is homotopic to the suspension of a map
gn-1 gm-i \21.S)} then the left distributive law holds: (hi +  h2)f  ~
hif +  h2f.

In §15 we have defined the addition in irm(X) assuming the elements 
are represented by maps of a cell. If they are represented by maps



hi,h2: Sm —> X, it is not hard to show that the sum is represented by a
map hi +  h2: Sm —> X  defined as follows. Let /Sw-1 be an equator of 
Sm (containing the reference point). Pinch /Sm_1 to a point, obtaining 
two spheres ST, ST having a single (reference) point in common. Map 
ST into X  according to hi (i  =  1,2). The composition of these maps is 
hi “h h2\ Sm—> X.

Suppose now that /  is in the form of a suspension /  =  Eg where 
g : Sn~l —> Sm~l. The composition of /  and the pinching map k: Sm
—> ST VJ ST can be factored into the composition of the pinching map 
I: Sn - > S * \ J  SI followed by a map /':  SI VJ Sn2 —> ST U  ST which 
reduces to maps/*: S” —> S? .(i =  1,2). This follows since Eg maps 
the upper and lower hemispheres of Sn on the corresponding hemi­
spheres of Sm. Since these maps of hemispheres are constructed by 
mapping pole into pole and extending so as to carry great circles 
through the poles into great circles, it follows that /* (i =  1,2) is a 
replica of Eg. Hence h ji ,  h2f 2 are replicas of hif, h2f  respectively. 
However I composed with replicas of hif, h2f  is the sum hif +  h2f. 
This completes the proof.

23.9. The group 7r4(R5).
T h e o r e m .  The group 7t4(R5) is cyclic of order 2. Its non-zero 

element is represented by the image of the generator jS4 of 7r4( R 4) (see 
122.7).

By §23.7, 7r4(R4) maps onto 7t4(R5); and, by §23.2, the kernel is 
T 5*7t4(/S3). Let h: SA —> S* be an essential map. Then T bh generates
the kernel. 9 u t T b represents — 0:3 +  2/53. Applying the left distrib­
utive law (§23.8), it follows that Tbh represents — a 4 +  2/34 (see §22.7). 
But a 4 and 04 are of order 2. Hence a4 generates the kernel of 7r4(R4) 
—> 7Ti(Rb). This completes the proof.

23.10. The operation a0.
L e m m a . I f  a0 is the generator of iro(On) and a e ir*(Rn), then a 0(«)

— a lies in the kernel of iri(Rn) —> tti(Rn+i)-
The operation a0 is obtained by choosing a matrix y of determinant

— 1, and conjugating R n by y. Let y be the matrix of order n +  1 
obtained by bordering y with zeros except for a — 1 on the diagonal. 
Then y! has determinant + 1 ; so y is in i?n+i. Since R n+1 is connected, 
y! can be connected to e by a curve. It follows that conjugation of 
Rn+j by y! is homotopic to the identity map. But y! acts on R n C  Rn+i 
exactly as does y .  This implies the assertion of the lemma.

23.11. L em m a . I f  a in 7rn_ i(Rn) is represented by Tn+\: / S n - 1  —» 

Rn, and a 0 is the generator of t 0(On), then a0(a) =  — a.
Let y  be the diagonal matrix with l ’s down the diagonal save for a

— 1 in the last place. Then a0(«) is represented by y T y ~ l . Referring



to the matrix form of T  (formula (6) of §23.3), we obtain the matrix 
identity yT {x)yr l =  T(y(x)). But y maps Sn~l on itself with degree 
— 1. Hence the composition of y followed by T  represents —■a .

§24. A Charac teristic  M a p  f o r  t h e  Bu n d l e  Un over

24.1. Motivation. To compute w4(Z2n) for n ^  6, it is only neces­
sary to compute the kernel of ta(R6) —» w^(Rq) (see §22.8). Since 
tta(Rs) is cyclic of order 2 generated by the image of /34 (see §23.9), and 
jT6: S a—> R s represents a generator of the kernel, we have only to 
decide whether T q represents the zero or the image of /34. Since T& 
composed with the projection p: J25—> SA gives a self map of SA of 
degree 0 (§23.4), p T 6 is homotopic to a constant. A covering homo­
topy will deform T$ into a map T': SA—> R&. We shall exhibit an 
explicit 71', and show that it represents 04; thus proving that tt4(/2n) =  0 
for n ^  6.

The V  to be constructed is just the characteristic map associated 
with the unitary group U% considered as a bundle over S 5. We proceed 
therefore to generalize the construction of Tn from the orthogonal to the 
unitary case.

24.2. The normal form. Let be the unitary group operating 
in the space (z0, zh • • • , zm) of m +  1 complex variables. If we pass 
to real coordinates by the rule z3- =  t2j+i +  i t2j, any unitary transforma­
tion becomes an orthogonal transformation of determinant + 1 . In 
this way, we have

(1) 01 ■̂ '2m+2*

Both groups operate transitively on the unit sphere S 2m+1. Let x2m+1 
be the reference point z3 =  0 for j  <  ra, zm =  1. Then the bundle 
projection

p: Um+i —► S 2m+l

given by p(u) =  u(x2m+1) agrees with p: R 2m+2—̂ S 2m+l. The fibre 
is Um.

Let S 2m be the equator of S 2m+l orthogonal to x2m+i (defined by 
(RZm =  0), and let S 2m~l be the equator of S 2m defined by zm =  0. 
Define reference points* by

x2m =  (0, • • • , 0, i), x2m- \  =  (0, • • • , 0, 1, 0).

We parallel the normal form construction of §23.3. The map 
<£: S 2m+l — ( —x2m+i) —> Um+i is defined by generalizing the matrix
formula (1)



(2) <#>(*) =  1 +  zm

Z m —  1

bzo • • • — bzm—i zm
where

/ \ t 1x =  (z0, z i, • • • , 2m), & =  7"T
1  - t “ 2 m

Under the assumption x e S 2m+1, x ^  — x2m+i (i.e. =  1, zm ^  — 1),
it is easily shown that $(#) is a unitary transformation, it is continuous, 
and p<l>(x) =  x.

Let X be the unitary transformation

Using these values of <£ and X we define the coordinate functions 0i,02 
just as in (2) of §23.3, and arrive at the characteristic map

One checks immediately that T,m+1{x2m) is the unit matrix.
24.3. Properties of the characteristic map T'.
T h e o r e m . The characteristic map Trm+1: S 2m —> Um for a normal 

form of the unitary bundle p: Um+1 —> S 2m+1 is given by the matrix (5)
above. I f  p': Um —> S 2w_1 is the projection p f(u) =  u(x2m~i), then the
map p'T'm+1: S 2m —> S 2m~l is essential when m is even and inessential
when m is odd.

To prove the second part of the theorem, let (w0j • • * , wm- 1) 
denote the coordinates of p'T'm+1(x), so that p'T'm+1 is given by the 
equations

X(20, ’ * • , 2W) =  (20, • • ‘ , 2 m - l ,  “  Z m )-

x e 

S 2m.

Straightforward computation gives the matrix form

(6)
Wa — 2 zaZm—i ( l  Zrn) 2, 

Wm- 1 = 1 -  2|2m_i|S(l +  Zm)-2,
a = 0, • • • , m — 2,

where 1 and Glzm =  0.

( 3 )

defined by

( 4 )



Let S 2m~2 be the equator of S 2m~l defined by $wm- 1 = 0. If we 
put zm =  0 in (6) we obtain
m  wa = - 2 z azm-i,  a = 0, • • • , m -  2,

wm- i  =  1 -  2|zm_i|2.

If we define h = p rTfm+^S2m~l, it follows that h is a map
(8) h: S 2™-1 -> S 2™-\

We assert that p'Tfm+l is homotopic to thê  suspension of h (see §21.3). 
From (6) one shows that $wm-1  and $zm have the same sign. Hence 
p'T' maps the hemisphere dzm >  0 (<  0) of S 2m into the hemisphere 
dwm- i  > 0  (<  0) of /S2m_1. The suspension of h does likewise. It 
follows that Eh(x) and p'T'(x) are not antipodes for any x. Then a 
homotopy of Eh into p'T' is given by letting F(x,t) be the point which 
divides the shortest great circle arc from Eh{x) to p'T f(x) in the 
ratio t : ( l  — t).

Consider now the case m = 2. Then h: S z —» S 2 is given by
(9) Wo =  —2z0zi, W\  =  1 22jZi.

We assert that h is the Hopf map (see §20.1). Recall that the latter 
map assigns to the point (z0,zi) of S z the point [z0,zJ (homogeneous 
coordinates) of S 2. First pass to an inhomogeneous coordinate in >S2 by 
z =  —Zo/zi. Then, by the stereographic projection

2 z , 2w0 =  — — y  wi =  1 -  — — -i1 +  zz 1 +  zz
pass to coordinates (w0)wi) for S 2 where w 0 is complex, Wi is real and 
|w0|2 +  w\ =  1. One computes quickly that the final assignment 
(zo,21) —> (w0,wi) of the Hopf map is given by (9); and thus the assertion 
is proved. Since p'T' is homotopic to Eh, it follows from §21.5 that 
p'T' is essential.

When m is even and >  2, we will show that h is homotopic to the
{2m — J()-fold suspension of the Hopf map . Since the Hopf map is
given by (9), it is easy to see that the (2m — 4)-fold suspension of the 
Hopf map is given by

wa =  z«, « =  0, 1, • • • , m -  3,
2

Wm- 2 =  Zm-sZm-1 where c =  (|zm_ 2| 2 +  |zm- i | 2) 1/2
(10) c 2wm- 1  =  c — -  |zm_i|2 ] and c ^  0

Wm-2 = wm-1  =  0 where c = 0.



The homotopy connecting h and the suspension is demonstrated by 
writing equations for it. (These equations can be derived by consider­
ing a similar problem, in the real case, for the map p'Tn, defining a 
homotopy for it by a geometric construction, deriving equations for 
the homotopy, and by generalizing these equations to the complex case. 
Regardless of how the homotopy is found, it suffices to exhibit it.) 
For each 0 ^  I g  1, let

t' =  1 -  l, T =  [*(1 -  t )]l / \  <r =  [1 — *(1 -  c2) ]1/2.

Then the homotopy is given by

2
w 2j =  — tz2j +  TZ2j + l  [t 'z2jZm- l  +  TZm-iZy+l],

a

2W2j +1 tZ2j+l TZ2j \t Z2j^ l̂ ra— 1 TZm— lZ2j\)
<r

(11) for j  =  0, 1, • • • , (m -  4)/2 ,
2

W m- 2  =  Zm-2Z m - 1cr

Notice that the hypothesis that m is even has been used. When t =  0, 
these equations reduce to (7). It is to be noted that the equations (11) 
are not defined everywhere for t =  1. However it is easily proved that 
they converge, uniformly in z, to the equations (10) as t —> 1. That
(11) gives the desired homotopy will follow if it is shown that the image 
of aS2™-1 remains on S 2m~2 during the homotopy. This requires proving 
that S ^ZaZa =  1 and the equations (11) imply ^ ~ lwawa — 1 for 
all t. The proof requires about two pages of computation. Since it 
is entirely mechanical, it is omitted.

The preceding result together with p'T' ~  Eh implies that p'T' 
is homotopic to the (2m — 3)-fold suspension of the Hopf map when m 
is even. It follows from §21.5 that p'T' is essential.

The final statement of §24.3 is obtained as a corollary of the theorem 
below. Let Spn denote the symplectic group on n quaternionic vari­
ables (defined in §20.2). If each quaternionic variable is expressed 
in terms of its complex components qa =  z2a +  j z 2a+h eac^ symplectic 
transformation of the q’s is a unitary transformation of the z*s. This 
follows since the scalar product Z'z' — '2?*2?z,p is the “complex” part of 
q-q' =  2 ” ga*<7a. We may therefore regard Spn as a subgroup of U2n 
which, in turn, is a subgroup of S 4n.



24.4. T h e o r e m . For each m >  0, the bundle R 2m over S 2m~l is 
equivalent in its group, R 2m-i, to the unitary bundle Um over S 2m~~l whose 
group is Um- \  C  The bundle U2m over £ 4m_1 is equivalent 
in its group, U2m- i , to the symplectic bundle Spm over S4™-1 whose group 
is Spm- i  C  bJ2m—2« Hence the bundle jR4m over S 4™-1 is equivalent 
in  i?4m-i to the bundle Spm over S 4w_1 whose group is Spm- i  C  Ram-a-

Observe first that the projection p: R 2 m S 2w_1 when restricted
to Um is the projection Um-+ >S2w_1 (the same base point was used). 
Let /  be a local cross-section of Um-1 in Um (see § 7 .4 ) . Then /  is 
also a local cross-section of R 2m- i  in R 2m; for UmC\ R 2m-1 =  Vm- 1. 
Recall now the construction (§ 7 .4 )  of a bundle structure in R 2m based 
on /.  We chose the elements of R 2m as the indexing set. Consider the 
subset of coordinate functions with indices in Um. Since Um is transi­
tive on £ 2m_1, the corresponding coordinate neighborhoods cover S 2m~l. 
Hence the subset provides a bundle structure, and it is strictly equiva­
lent to the original structure. However the coordinate transformations 
of the new bundle are precisely those which the construction of § 7 .4  
assigns to the bundle Um over S 2w_1. This proves the first assertion. 
The proof of the second is entirely similar. The transitivity of Spm on 
gAm-i was noted in §20.2.

R e m a r k . The statement of § 2 4 .4  is somewhat awkward due to the 
comparison of bundles with different fibres. The reason for this is that, 
while R 2m is a principal bundle over S 2m~l, this is not true of the strictly 
equivalent structure with group ?7m_i. The associated principal 
bundle of the latter is Um over S 2”1""1.

The groups of the bundles appearing in §24.4 are all arcwise 
connected. Hence any two characteristic maps for such a bundle are 
homotopic with base point fixed (see §§18.3-18.5). This yields

24.5. C o r o l l a r y .  The characteristic map T2m: S2m~2 —» R 2m- 1 

is homotopic in R 2m- i  to the characteristic map T’m: S 2m~2 —» Um- 1;
and Tzm: SAm~2 —» U2m- \  is homotopic in U2m- i  to a characteristic map
T S im~2 —> Spm-i of the bundle Spm over >S4m_1.

The final statement of §24.3 may now be proved. When m =  2n 
— 1 is odd, then T'm+l is homotopic to T"n. Since Spn~i C  U2n- 2  and 
U2n- 2 is the fibre of p ' : U2n-i~^  S 2m~l, the image of the homotopy
under pf is a homotopy of p'T'm+1 to a constant map.

24.6. The group t 4(i?n)-
T h e o r e m , tt4(i?n) =  0 for n ^  6.
The first part of the proof was given in §24.1. By §24.5, T q is 

homotopic in to Tfz\ S A —» U2 C  R a- By definition, the map a of 
§22.6 maps S z topologically onto the symplectic group Spi. Since 
Spi C  U2, the bundle U2 over S z has a cross-section; and, therefore, U2



is a product bundle (§8.4)
U2 =  S z X Uu

But Ui =  S l, and Ti(Sl) =  0 for i  >  1 (see §21.2). Therefore, by 
§17.8,

P*: 7Ti(U2) ~  7Ti(/S3) (i >  1),

where p is the projection U2—> S z. By §24.3, p T z: $ 4 —> S z is the 
non-zero element of 7r4(>S3). Since a: S z —> U 2is the cross-section, <r* 
is inverse to p*. Hence, the essential map h : S* —> S z followed by a 
is homotopic in U2 to T'z. By 22.7, T'z represents 04 in 7r4(jB3). This
completes the proof.

24.7. Properties of the characteristic map T.
L e m m a . For all n , the composition of the homomorphisms

d
'n’n+li.Rn+ljRn)  ̂T̂ niRn) * TTn{Rn)Rn—l)

is zero.
By §17.2, the second homomorphism is equivalent to p*: wn (Rn)->  

7rn0Sn_1). It suffices to show that p*d =  0 . Since t i(S°) and^O S1) 
are zero, the assertion is trivial for n =  1 and 2. When n =  3, 
7r4(/24,223) ~  7r4(>S3) =  2 while 7r3(S2) =  oo ; so, again, p*d =  0.

Suppose n ^  4. Exactness of the homotopy sequence of (Rn+1,Rn) 
implies that the image of d is the kernel of wn(Rn) —»wn(R-n+1) ; and, 
by §23.2, the kernel is Tn+i*Tn(Sn~l). By §23.4, when n is odd, p T n+i is 
homotopic to a constant. Then p*Tn+i* =  0 and the result follows. 
When n is even, p T n+1 maps Sn~l on itself with degree 2. Let h be 
the essential map Sn —> $ n_1. Since n ^  4, h is a suspension. There­
fore the left distributive law §23.8 applies, and it asserts that p T n+ih 
represents twice the element represented by h. Since 7rn(Sn"1) =  2, 
p T n+ih represents zero. This completes the proof.

24.8. T h e o r e m . I f  n =  0 mod 4, then the characteristic map 
Tn+2: Sn —> Rn+1 is not homotopic to a map of Sn into R n- 1.

Consider the diagram
i*

7Tn(Rn)  ̂TTn(Rn-\-\)

I'j*  -I /b;js
d ra*

TTn+l(Rn-\-l)Rn) * T̂ niRnyRn—l)  ̂TTniRn+ljRn—l) •

The lower line is from the homotopy sequence of the triple (Rn+i,Rn, 
Rn-i). By §24.7, d =  0. Exactness implies that the kernel of m* is 
zero.



Let q =  (n +  2)/2  so that q is odd. By §24.5, T„+2 is homotopic to 
Tfq\ Sn—> Uq- 1. Since Uq-1 C  Rn, T'q represents an element a in 
TTn(Rn) such that is represented by Tn+2. The composition

T' I j  p
Sn —> > i?n (Rn,Rn-1) ~ > S71-1

where I is the inclusion map, and p is the projection, is just the map 
p'T ' shown in §24.3 to be essential. It follows that j*a ^  0. Since 
the kernel of ra* is zero, we have m*j*a 5* 0. Since mj =  ki, it follows 
that k*i*a 0 . Therefore k T n+2 represents a non-zero element of 
Tn(Rn+i,Rn-i)- This is equivalent to the desired conclusion.

24.9. L em m a. I f  n is even the element of wn(Rn+i) represented by 
Tn+2 is either zero or of order 2 .

Consider the diagram

k% d
'n’n+l(KRn+2) * 'n’n-\-l(Rn+2)Rn+l) * TTn{Rn-\-1)

where k is the inclusion map. Since n +  1 is odd, prTn+z has degree 2. 
Hence kTn+3 represents twice a generator of xn+i(i?n+2,i!2n+i). By  
exactness, the kernel of d contains at least the even elements. There­
fore the image of d (generated by Tn+2) is at most a cyclic group of 
order 2.

24.10. T h e o r e m . I f  n  ss 0  mod 4, then Trn(Rn+i) contains a cyclic 
group of order 2  whose non-zero element is represented by Tn+2.

This is a corollary of the last two results.
24.11. Remarks. Further progress in the determination of the 

groups Ti(Rn) awaits the determination of the groups 7rt(/Sn). Assuming 
the truth of Pontrjagin’s assertion that Tb(Sz) =  0, it has been shown 
[99] that Tb(Rn) =  0 when n 5* 6, and ^CKe) =

The important role in the calculations of Wi(Rn) played by the 
characteristic maps of the orthogonal and unitary bundles over spheres 
suggests that a characteristic map

K :  S ^ - ^ S p ^

for the symplectic bundle Spm over S Am~L may be useful in future work 
(see §24.5). Such a map is readily obtained. The construction of 
§24.2 is followed in detail using quaternions in place of complex num­
bers. The term za2p/( 1 +  zm) in the matrix (2) must be written 
qa( 1 +  Then (5) becomes

T'U i(») =  ll«? “  +  qm)~% ||.



Perhaps it is worthwhile to summarize the main results concerning 
Wi(Rn) in the form of a table. As usual <*> means an infinite cyclic 
group, 2 means a cyclic group of order 2, and +  means direct sum.

722 723 724 7?5 72 6 ■ • R n

Xi 0 0 2 2 2 2 • • 2
* ■ 2 0 0 0 0 0 • • • 0

0 0 0 0 0  +  0 0 0 0 0 0 0 0

*"4 0 2 2 +  2 2 0 • • • 0

A d d e d  in  p r o o f . If we adjoin to the foregoing constructions the 
result that 7r5(/S3) =  2 (see §21.7), we obtain easily the following:

7r5(/22) =  0, 
^5(^ 5) =  2,

*■5(723) — 2, 
TTsCRe) =  00,

7r5(724) = 2  +  2, 
*•5(72,0 =  0 for n >  6.

§25. T h e  H o m o t o py  Gr o u p s  of M iscella neo us  M a n ifo l d s

25.1. The unitary groups. The first four homotopy groups of the 
unitary groups are readily obtained from the results of §24. 
group U\ is, topologically, a 1-sphere; hence

The

(1) = ^ ( ^ )  =
0 0

0
i  =  1, 
i  >  1.

In the proof of §24.6, it is observed that U2 is homeomorphic to S 3 X 
SK Therefore, by §17.8,

(2)

(3)

=  Tl(/Sl) =  00,

( o
=  Ti OS3) = 00

2

; =  2,
i  — 3, 
i =  4.

The generator of wi(U2) is the image of that of t i (U i) .  A generator of 
*•3(U 2) is represented by the map <r of §22.6. The generator of 7t4( ^ 2) is 
represented by ah where h : S* —> S z is essential.

25.2. T h e o r e m . I f  i  <  2ny wi(Un) ~  *■<(U n+i) . The group t 2n(Un) 
maps onto Tr2n(?7rf+i), and its kernel is a cyclic group with a generator 
represented by the characteristic map Trn+l: S 2n —> Un (see §21 .̂3).

Since Un+ i/U n =  £ 2n+1, we have x<(l/n+i,l7») =  0 for i  <  2n +  1 
(see §17.2). This and the usual exactness argument yield the first two 
conclusions. The final statement follows from §23.2.

25.3. T h e o r e m . I f  n is even, T'n+1 represents a non-zero element 
of W2n(Un)-

By §24.3, p'T 'n+1: S 2n —> S 2w_1 is essential; hence T'n+1 is essential



25.4. T h e o r e m . For all n, wi(Un) ~  iri(Ui) =  oo. For all n, 
Tr2(Un) =  0. For all n ^  2 , 7r3(f7n) ~  irz(U2) =  00. For all n ^  8, 

ir J iU n )  =  0.
The first three statements follow directly from §25.2. Since 

7t4( C/2) has only one non-zero element, by §25.3, it is represented by T'z. 
This and the last statement of §25.2 imply 7r4(£/3) =  0, and hence
7T4(£ /n) = 0 .

25.5. The sympletic groups. We have Sp 1 =  S 3 (the group of unit 
quaternions). Since Spn+i/Spn =  S 4n+3, the analog of §25.2 is

TTi(Spn) ~  TTi(Spn+i) for i  S  4n +  1

and wtn+ziSpn) maps onto 7r4n+2(>Spn+i). We have therefore

Ti(Spn) «  Ti(Spi) =  Ti(S3) for % ^  5.
Hence, for every n,

TTl(Spn) =  7r2(Spn) =  0, Tz(Spn) =  «>, T*(Spn) =  2.

25.6. The Stiefel manifolds. We turn our attention now to the 
Stiefel manifolds

Vn,k =  Rn/Rn-k, k <  n (see §7.8)

of orthogonal fc-frames in n-space.
T h e o r e m . The Stiefel manifold Vn,k is arcwise connected, and 

TTi(Vn,k) =  0 for i  <  n — k, and

( oo i f  n — k is even, or k — i ,
Tn- ^ Vn’k> -  \ 2  i f n - k i s  odd, and k >  1.

A generator of Trn- k ( V n ,k) is represented by a map f: Sn~~k —> V n,k con­
structed as follows. Let v0 be a fixed orthogonal (fc — 1)-frame in n-space. 
Let Sn~k be the unit sphere in the (n — k +  l)-space orthogonal to v0. 
Then f  assigns to x in Sn~k the orthogonal k-frame consisting of the vector 
x followed by the vectors of v0.

Since V n,k =  On/O n-k  and fc <  n, the first two statements repeat 
the lemma of §19.5. Set h — n — fc, and consider the following sec­
tion of the homotopy sequence of the triple ( R n,R h + i,R h )  •

d' j *
7Th-\-l(Rn)Rh-\-l)  ̂ 17hfRh,-{-l)Rh)  ̂ TTji^Rnj R h )  T T h(R n ,R h+ l)  •

Since h <  n — k +  1, the part already proved implies

TTh(Rn,R h + l)  ~  7 T h (V n jk -1) =  0 .

Hence the exactness of the sequence implies that j* is onto. Since 

n(Rh+i,Rh) ~  *h(Sh) =  oo,



it remains to compute the kernel of j* =  the image of d When k =  1, 
we have n =  h +  1, so wh+i(RnjRh+i) =  0, and the image of df is zero. 
Assume k >  1, and consider the diagram:

TTh+l^Rh+ijRh+l)
\ d h

j* TTh(Rh+l) —> Wh(Rh+l>Rh)
Qtr

TTh+liRn, Rh+l)

Replacing h by h +  1 in the preceding argument shows that /* is onto. 
By definition, d' =  Z*d". Hence the image of d' is the image of 1*3. 
As Rh+i/Rh =  Sh, I* is equivalent to p*: Th(Rh+i) —» . By §23.5,
the image of d is a cyclic group and Th+2 represents a generator. By 
§23.4, pjP*+2 has degree 0 or 2 according as h +  1 is odd or even. 
Hence the image of p*d is accordingly zero or the set of even elements. 
This holds equally for the image of 1*3 =  image of d'. It follows 
that Th(Vn,k) ~  wh(Rn,Rh) is, correspondingly, infinite cyclic or cyclic of 
order 2.

To show that /  represents a generator, let p be the projection 
(Rn,Rh) —> (Rn/Rh,xo) = (Vn,h,x0) where x0 =  p(/fo). Let p' =  p\Rh+i 
so that p': (Rh+i,Rh) (Rh+i/Rh,Xo) =  (Sh,x0 ) .  Then commutativ­
ity holds in the diagram

j*
7Th(Rh+l)Rji) * TTh(Rni Rh) 

i v *  iv*
m*

where m is the inclusion map, and p'*,p* are isomorphisms. Since j* 
is onto, so also is m*. It follows that m: Sh —> Vn,k represents a 
generator of tth(Vn,k)- Now

p"'< Vn,k—> Vn,k-1 =  Rn/Rh+l

is the projection which assigns to each fc-frame the (k — l)-frame 
obtained by omitting the first vector (see §7.7). Clearly, S h is a fibre 
of p". Since Vn,k-1 is arcwise connected, any one fibre may be 
deformed into any other. (Since t i (Vn,k) =  0, a homotopy need not 
keep fixed a reference point.) The result follows now if we observe 
that /  maps Sn~k topologically onto the fibre of p" over vQ.

25.7. The complex Stiefel manifolds. Let W n,k =  Un/ U n-k be the 
Stiefel manifold of orthogonal fc-frames in a complex n-space. The



results analogous to §25.6, are

0 for i  <  2n — 2k +  1,
*i{Wn,h) i co for i  =  2n — 2k +  1

and, in the second case, any fibre of the projection Wn,k —■► W n,k-\ 
represents a generator. The proofs are omitted since they are similar 
and somewhat easier.

25.8. The Grassmann manifolds. Recall that the Grassmann 
manifold of fc-planes in n-space is given by

M ntk =  0 n/ 0 k X 0'n_k (see §7.9).

If we set V n,k = 0 n/ 0 fn_ky then we have a bundle projection p: Vn,k —>
M n,k whose fibre is 0&. By §25.5, every third term W i(V n,k) of the 
homotopy sequence of this bundle is zero up through i  =  n — k — 1. 
Since the homotopy sequence is exact, we have 

T h e o r e m . I f  1 ^  i  <  n — k, then

A:  T i ( M ntk) ~  ^ - 1 ( 0 * ) .

In particular, iri(Mn,k) is cyclic of order 2. Its simply-connected 
covering space is M n,k =  Rn/Rk X R^k  (see §7.9).

In applying §25.8 when k >  n / 2, one first uses the homeomorphism 
of M n,k with M n>n- k. Then §25.8 gives the more useful results

7Ti(JSIntk) ~  TTi—l(C)n—k) , 1 —  ̂ k.

§26. Sp h e r e  Bu n d l e s  over  Sp h e r e s

26.1. Bundles over SK Recall that a A:-sphere bundle is one whose 
fibre is Sk and whose group is Ok+i. If the base space is an n-sphere, the 
classification theorem 18.5 reduces the enumeration of bundles to the 
computation of 7rn-i(0&+i) and the operations of wo(Ok+i). Having 
computed some of these homotopy groups, we may interpret the 
results in terms of sphere bundles over spheres. This process, of 
course, is entirely mechanical. We shall supplement it with comments 
on the structures of the various bundle spaces obtained.

Taking n =  1, we have To(Ok+i) =  2. Thus there is one non-trivial 
fc-sphere bundle over S 1. Since 7r0(Oi) maps onto 7r0(Ofc+i), it is equiva­
lent in Ok+i to a bundle with group Oj. When k =  0, B is a circle and p 
is the double covering. Whenfc =  1, B is the Klein bottle (§1.4). For 
k >  1, one might call B a generalized Klein bottle. It is constructed 
by forming the product of Sk with an interval and matching the ends 
under an orientation reversing transformation. The resulting bundle



is always non-orientable; hence it is not equivalent to a product bundle 
in any group.

Since 0 1 consists of two points, tti(Oi) =  0 for i  >  0. It follows 
that any 0-sphere bundle over Sn is a product bundle for all n >  1. 
This is also evident since 7n(Sw) =  0 (see §13.9).

26.2. Bundles over S 2. Consider now the 1-sphere bundles over 
S 2. Since 7Ti(i22) =  °°, there is a bundle corresponding to each integer. 
Since 7r0(.R2) =  0 , no two of these are equivalent in R 2. However, 
under equivalence in 0 2, the bundle corresponding to an integer ra is 
equivalent to the one corresponding to — ra; for ao reverses sign in 
7ri(-R2) (see §16.10). We thus have one type of bundle for each ra ^  0.

As shown §22.3, S 2 is the coset space of 8 3 (the group of unit 
quaternions) by a 1-parameter subgroup S 1. Since 7r2(/S3) =  7ri(£3) =  
0, exactness of the homotopy sequence of this bundle implies that 
A: 7r2(S2) «  Hence the bundle corresponds to ra =  1 in the
above classification. Now let Hm be a cyclic subgroup of S 1 of order 
ra >  1. Let Bm =  S z/H m, then Bm —> S z/ S 1 =  S 2 is a bundle over S 2 
with fibre and group S 1/ H m (see §7.4), said S l/H m is a 1-sphere. Since 
S z is connected and simply-connected, it follows that wi(Bm) is cyclic 
of order ra. From wi(S2) =  0 and exactness of the homotopy sequence 
of the bundle it follows that wi(Sl/H m) maps onto wi(Bm). Applying 
exactness again, it follows that A maps a generator of 7r2(S2) onto ra 
times a generator of t i(S 1/H m) . Therefore Bm —> S 2 corresponds to the 
integer ra in the above classification.

Taking ra =  2 we obtain the bundle Rz S2.
Any two of the spaces Bm (ra =  0, 1, • - • ) are topologically 

distinct since their fundamental groups are different. Hence no two 
are equivalent in any group of homeomorphisms of S l.

The space Bm is just the “ lens space” (ra,l) (see [85, p. 210]).
26.3. When k >  1, TriORjb+i) = 2 ; hence there is just one non-trivial 

fc-sphere bundle over S 2. Since iri(R2) maps onto 7ri(i4 +i), this bundle 
is equivalent to a bundle with the group R 2. The latter is not unique 
but any two such are equivalent in R z.

As an example, let k =  2. Let T map the equator of S 2 topo­
logically onto the circle R 2 in R z. Let (B denote the coordinate bundle 
over S 2 having S 2 as fibre, R 2 as group, and T as characteristic map (see 
§18.2). Since T represents a generator of 7ri(i?2), the equivalence class 
of (B in the larger group R z is the non-trivial class noted above.

Now E 2 leaves fixed a 0-sphere S° of S 2. Then S° determines a 
subbundle (see §6.5) (Bo of (B which is a product bundle S 2 X S°. It 
follows that (B admits a cross-section.

The equator S l of S 2 orthogonal to S° is mapped on itself by R 2.



It determines therefore a subbundle (Bi of (B which is a 1-sphere bundle 
over S 2. Since T  is topological, (Bi is equivalent to the bundle S 3 —> S 2 
corresponding to m =  1 in §26.2. So Bi is a 3-sphere.

Let E+,E_ denote the closed hemispheres into which S 1 divides S 2. 
Each is mapped on itself by J?2; hence they determine subbundles 
(B+,(B_ of (B. The reflection through the plane of S 1 interchanges E+ 
and Z?_, and it commutes with R 2. Then (B+ and (B_ become equivalent 
bundles if their fibres are identified by the reflection. In this way, B is 
divided into two equivalent parts having the 3-sphere B i as their 
intersection.

An interpretation of B + can be given in terms of a mapping cylinder. 
Recall that, if /:  X  —» F, the mapping cylinder of /  is a space contain­
ing X  and Y  and, for each a: in I ,  a line segment from x to f(x). It is 
constructed by forming the product space X  X I  ( /  =  [0,1]) and 
identify ing/-1(y) X 1 with y  for each y  in Y.

The 2-cell E+ may be regarded as the mapping cylinder of the map 
of S 1 into the midpoint x+ of E+. Let g: S 2-^ B+ be the cross-section 
(of (B0) corresponding to x+. If we identify the base space with the 
cross-section, it is seen that B+ is just the mapping cylinder of the 
projection of the 3-sphere B i into S 2, i.e. B+ is the mapping cylinder of 
the Hopf map S 3 —» S 2.

We give now a second description of J5+. Let £ 5 —» M  be the 
fibering of the 5-sphere into great circles, given in §20.4, so that the 
4-manifold M  is the complex projective plane. Equating the last com­
plex variable Zz to zero defines an S 3 on S 5 whose image is a complex 
projective line S 2 in M, and S 3 —> S 2 is the Hopf map. Requiring z% to 
be real and non-negative defines a 4-cell E  in S b whose boundary is 
S 3, and E — S 3 is mapped topologically onto M  — S 2. Let E i be an 
open 4-cell in E  such that E — E i is homeomorphic to S 3 X / .  Then 
the image of E  — E\ in M  is seen to be the mapping cylinder of the 
Hopf map. It follows that B+ is the space obtained by deleting from 
M  a smoothly imbedded open 4-cell.

Now S 2 can be represented as a cell complex (of a more general 
type than defined in §19.1) consisting of one 0-cell E°, and one 2-cell E 2 
whose boundary is “ pinched” to the point E°. The image in M  of the 
4-cell E  of S 5 is a 4-cell E A whose boundary has been pinched to S 2. 
We obtain thus a cellular decomposition of M  consisting of E °, E 2 alid 
2£4. Using this the homology groups of M  are readily described. 
Based on integer coefficients H 0 =  i?2 = # 4 =  00 and Hi  =  Hz =  0. 
By the Poincare duality theorem, the generating 2-cycle of H 2 (repre­
sented by S 2) has a self intersection number of 1.

As shown above, B  is constructed by taking two copies of M,



deleting open 4-cells and matching the boundaries. This permits the 
derivation of the structure of the homology ring of B with the following 
results: H 0 =  Hi =  Hz =  0 and H[2 =  00 +  00 . A base
for H 2 is provided by the two cross-sections S+ and S t  of (Bo correspond­
ing to the mid points x+, x_ of E+)E_ respectively. Then each of S+ 
and S t  has a self-intersection number ±  1, and the intersection number 
of S+ with S t  is zero (they are disjoint).

Since the homology ring of B differs from that of S 2 X S 2, it follows 
that (B is not equivalent to a product bundle in any group of homeo­
morphisms of S 2.

26.4. Bundles over S z. From7r2(0&+i) =  0 for all k, we obtain that 
any ^-sphere bundle over S z is equivalent to the product bundle.

26.5. Bundles over SK From irz(R2) =  0 it follows that any
1-sphere bundle over £ 4 is a product.

Since t z ( R z) — °o and a0 operates trivially, there are infinitely 
many classes of 2-sphere bundles over $ 4 in natural correspondence with 
the integers.

Let (Bm be the bundle corresponding to m and let (Bm be the asso­
ciated principal bundle. Choose a reference point y 0 in S 2, and let 
yo: Bm—> B m be the associated principal map (see §8.12). Let x0 
be a reference point of $ 4, and let S 2,Rz be the fibres of (Bm,(Bm over x0. 
Then commutativity relations hold in the diagram

d

Tz(Rz) <— TTi{BmiRz)
\

l9* If* TTi(SA)
d / V

rz(S2) <- ir4(Bm,S2)
where f,g are maps induced by y 0. By definition of the index m, dpi1 
maps a generator of ta(Sa) into m times a generator of tz(Rz). N ow g is 
just the standard projection Rz —> $ 2. Since t 2 and 7r3 of the fibre S 1 
of g are zero, the exactness of the homotopy sequence implies that g* in 
the diagram is an isomorphism. This and commutativity imply that 
A = dpi1 maps a  generator of 7t4(aS4) into m times a generator of ttz(S2). 
Since the section

A
7T40S4) -> Tz(S2) Tz(Bm) TTsOS4)

of the homotopy sequence of (Bm is exact, and the end term is zero, it 
follows that 7rz(Bm) is cyclic of order m. This proves that \m\ ^  |n| 
implies that Bm and Bn are not homeomorphic. Hence (Bm,(Bn are not 
equivalent in any group of homeomorphisms of S 2.



By §18.7, (Bm and (B_m are weakly equivalent; hence Bm and 
are homeomorphic.

26.6. Since ttz(R±) =  c© +  oo (see §§22.6-22 .7), there are an 
infinity of 3-sphere bundles over $ 4. We obtain a doubly indexed 
family of bundles if we assign to m az +  nfiz the bundle (Bm,n. These 
are not all pairwise distinct since a 0 is non-trivial. Referring to (13) 
and (15) of §22.7, (B»,t» and (B are equivalent.

The bundles (Bm,0 are reducible to the group I23. Since Rz leaves 
fixed a 0-sphere on £ 3, the fixed points provide subbundles which are 
cross-sections; hence all of these bundles have cross-sections.

The bundles (B0ln are reducible to the symplectic group Spi] for the 
map <7, representing /53, maps S *  topologically onto S p i .  We will show 
that (Bo.i or (B0,- i  is equivalent to the bundle S 7 —* S 4 given in §20.4. 
The latter bundle is principal since S z is its fibre and group. From 
7t4(/S7) =  t z ( S 7) =  0, it follows that A: 7t4(/S4) «  tt3(aS3). Hence
the characteristic map represents a generator of 7r3(S3). It therefore 
represents either /33 or —/?3 in 2?4.

Since we may regard (B0,n as a principal bundle with group Spi — 
$ 3, it follows that A maps a generator of tt4(>S4) into n times a generator 
of 7r3(>S3) . Since 7r3(£4) =  0, exactness of the homotopy sequence 
implies that Tz(B0tn) is cyclic of order n. Thus, if \m\ ^  |n.|, the spaces 

are not homeomorphic.
Having shown that (Bm,0 admits a cross-section, §17.7 yields

7Ti(jBm,0) ~  7Ti(>S4) +  7Ti(̂ 3).

Then Trz(Bm,o) — 00. This shows that Bm,0 and Bo>n are not homeo­
morphic if n 0 .

It also shows that Bm,o and B n,o {n ^  m) cannot be distinguished by 
their homotopy groups. Neither can they be distinguished by their 
homology rings. The first non-trivial homotopy group of J5m,o is 7r3 
and it is infinite cyclic. By the Hurewicz theorem 15.10, the first non­
trivial homology group is Hz(Bm,0) =  00. By duality in the 7-mani- 
fold Bm> 0, H 4 =  00 f H b = H q =  0; and generators of Hz and H 4 can be 
selected having an intersection number 1. Therefore B m,o has both 
the homology structure and the homotopy group structure of the prod­
uct S A X S 3.

By §18.7, (Bm,n and (B_m_n are weakly equivalent; hence B m,n and 
_n are homeomorphic.

It would be of interest to decide whether B m,0 is homeomorphic to 
/S4 X S z. Perhaps a simpler problem along the same lines is to decide 
whether the non-trivial 3-sphere bundle over S2 is homeomorphic to 
S 2 X S z. (See App. sect. 6.)



26.7. Since ^3(^ + 1) = 00 for fc >  3, there are an infinity of 
k-sphere bundles over S 4. All such are equivalent to bundles with the 
group S p i ; for t z ( R jc+i) is generated by the image of Pz. Since S p i  acts 
only in the linear space of the first four coordinates, it leaves point-wise 
fixed a (fc — 4)-sphere on Sk. Hence all of these bundles admit cross- 
sections. Therefore their homotopy groups are isomorphic to those of 
S 4 X Sk.

When fc =  4, the situation is similar to that of the non-trivial
2-sphere bundle over S 2 (see §26.3). One of the bundles corresponding 
to a generator of t z ( R 5) is a union of two copies of the mapping cylinder 
of the projection S 7 —» $ 4. An argument, using the projective space 
of three homogeneous quaternion variables, leads to the conclusion 
that the only non-trivial homology group is H 4 =  00 +  00} and gen­
erators can be chosen having self-intersections of ±  1 and a crossed 
intersection of 0. Hence the bundle space is not homeomorphic to 
S 4 X S 4.

26.8. Bundles over S 5. Since 7r4 (24+1) = Owhenfc =  landfc >  4, 
all fc-sphere bundles over S 5 are product bundles unless fc =  2 ,3  or 4.

From t t4(Rz)  =  2 there is just one non-trivial 2-sphere bundle over 
$ 5. Let (B denote this bundle and (B its principal bundle. Choose a 
principal map B  —> B determined by some p int y 0 of aS2 (§8.12). It 
induces a homomorphism of the homotopy sequence of (B into that of (B. 
Consider the portion

A
7T5(aS5) —> ^4(^ 3) —> * * *

ijf* >1*7*
A'

7T5(aS5) -> 7T4(>S2) -> 7T4(£) ^  7T4(aS5)
where / i s  the identity map, and g is the map of the fibres determined by 
y 0. By the definition of (B, A maps a generator of irb(S5) onto the non­
zero element of t t4{Rz) .  N o w  g* is an isomorphism (see similar argu­
ment in §26.5). Since /* isthe identity, it follows that A' isonto. From 
tt4(>S5) =  0 and exactness it follows that tt4(B) =  0. This implies that 
B is not homeomorphic to S b X S 2, for t 4(S5 X S 2) «  t 4(S2) =  2.

26.9. Since tt4(R4) = 2  +  2, generated by and a 0(a4) =  a 4 and 
a 0(/?4) =  oc4 +  # 4  (see §22.7), it follows that there are two distinct 
non-trivial 3-sphere bundles over S b. Let (Bi correspond to 0:4 and 
(B2 to I34.

The bundle (Bi is reducible to the group Rz-  It therefore admits 
a cross-section. Hence

7niBO -  Ti(S5-X S3) «  inm  +  tt,(aS3).



By the Hurewicz theorem, Hi  =  H 2 =  0 and H z =  oo. Duality 
gives H 5 =  oo, Hq =  H 7 =  0 . Furthermore it can then be shown [101, 
Th. 1] that H 4 =  0. It follows that B i has the homotopy-homology 
structure of aS5 X aS3.

The bundle (B2 is reducible to the symplectic group Spi. As such 
it is a principal bundle. It follows that A maps a generator of x 5(S5) 
onto the non-zero element of x 4 (aS3) .  This and exactness imply that 
X4(B2) =  0. Since x 4 (aS5 X S 3) ~  x 4(aS3) =  2, it follows that B 2 is not 
homeomorphic to S 5 X S 3 or to Bi.

26.10. From X4CR5) =  2, it follows that there is one non-trivial 
4-sphere bundle over aS5. Its group is reducible to S p i ; hence it admits 
a cross-section. It has therefore the homotopy groups of S 5 X S 4. 
The Hurewicz theorem and duality show that it has the homology ring 
of S b X S4. (See App. sect. 6.)

§27.* Th e  Ta n g e n t  Bu n d l e  o f  S n

27.1. The characteristic map. We have seen in § 1 2 .9  that the 
tangent bundle of any differentiable orientable n-manifold is equivalent 
to a bundle with group R n, and the latter has an associated subbundle 
called the tangent (n — l)-sphere bundle consisting of tangent vectors 
of length 1 . In the case of the n-sphere aS w, we have shown in § 7 .7  that 
the tangent sphere bundle is the Stiefel manifold Fn+1,2 over Vn̂ i,i =  
Sn. Since these manifolds are coset spaces of R n+i, § 8 .1 5  provides the 
following result:

27.2. T h e o r e m . The principal bundle of the tangent sphere bundle 
of Sn is the bundle R n+1 over R n+i /R n =  Sn.

27.3. C o r o l l a r y .  The characteristic map for a normal form of 
the tangent bundle of Sn is Tn+x: Sn~x —» R n (see

27.4. C o r o l l a r y .  The tangent bundle of Sn is equivalent to a 
product bundle if  and only if  the map Tn+\- Sn~l —» R n is homotopic to 
a constant.

27.5. Representations as products. In §8.6 it is shown that the 
tangent bundles of S 1, S 3} and S 7 are product bundles. When n is 
even, §23.4 asserts that prTn+1 is not homotopic to a constant; hence 
Tn+i is not homotopic to a constant. If n >  1 and n =  1 mod 4, §24.8 
asserts that Tn+1 is not homotopic to a constant. This yields

T h e o r e m . The tangent bundles of S 1, $ 3, and S7 are equivalent to 
product bundles. I f  n is even, or if  n >  1 and n s  1 mod 4, then the 
tangent bundle of Sn is not equivalent to a product bundle.

The first unsettled case is the tangent bundle of /S11. G. W. White­
head has proved [100] that, if n >  3 and n =  3 mod 8, then the tangent

* See App. sect. 7.



bundle of Sn is not a product bundle. His proof assumes the unproved 
assertion of Pontrjagin that t $(Sz) =  0 (see §21.7).

27.6. T h e o r e m . The following 'properties of S n are equivalent: (i) 
the tangent bundle of S n is equivalent in R n to a bundle with group Rk 
(regarded as a subgroup of i?n), (ii) Tn+1 is homotopic in R n to a map of 
Sn“1 into Rk, and (iii) Sn admits a continuous field of tangent (n — k)- 
frames (see §7.7).

Let (B denote the tangent bundle of Sn. Suppose (i) holds and (B' 
is the equivalent bundle. Let T ': Sn~l —» Rk be a characteristic map 
for (B'. By 18.3, T aT'a~l. But R n is connected and a can be joined 
to e by a curve. It follows that aT'ar1 ~  T'; and (ii) is proved.

Suppose (ii) holds, and T ~  T' where T'(Sn~l) C  Rk- If %o e £ w_1 
and T'(xo) 5* e, we join T'(x0) to e by a path in R k and multiply T' by 
the inverses of the elements of the path. This deforms Tr in R k into a 
map T": (£w-1,a;o) —> (Rk,e), By §18.2, there is a bundle with Tn as
characteristic map and group R k. The homotopy T ~  Tn may not 
leave x0 at e. Since 7n of a group operates trivially on Tn- \  (see §16.9), 
there exists a homotopy leaving Xo at e. Then §18.3 implies that 
T and Tn determine bundles equivalent in R n; hence (ii) implies (i).

According to §9.4, condition (i) is equivalent to the condition that 
the associated bundle CB' of (B with fibre Rn/Rk admits a cross-section. 
But Fn+i.n-jb+i =  Rn+i/Rk is a bundle over Sn with fibre R J R k - Its 
principal bundle is R n+1 over Sn (see §9.1). Hence it is equivalent to 
(B'. In §7.7 it is shown that Vn+\,n-k+i may be regarded as the bundle 
of (n — A;)-frames tangent to Sn. Thus (i) is equivalent to (iii).

27.7. Fields of tangent vectors. A field of fc-frames on a manifold 
determines k vector fields (the field of first vectors, of second vectors, 
etc.) and at each point the vectors are independent. Conversely if k 
vector fields, independent at each point, are given, the usual ortho- 
gonalization process leads to a field of ^-frames. A set of k vector fields 
independent at each point is called a k-field. Its existence is equiva­
lent to that of a field of fc-frames.

In §23 and §24, we have obtained information concerning the prop­
erty (ii) of §27.6. These yield corresponding results concerning 
properties (i) and (iii) as follows.

27.8. T h e o r e m . I f  n is even, the tangent bundle of Sn is not equiva­
lent to a bundle in Rn-i, anrtd Sn does not admit a continuous 1-field.

By §23.4, p'TYn is not homotopic to a point. Since p'(Rn~i) is a 
point, Tn-j-i is not deformable into Rn-i-

27.9. T h e o r e m . I f  n =  ®m +  1, then the tangent bundle of Sn is 
equivalent to a bundle with the group Um G Rn-1> and $ n admits a con­
tinuous 1-field.



27.10. T h e o r e m . If  n =  4m +  5, then the tangent bundle of S n is 
equivalent to a bundle with the group Spm C  Rn-3, and Sn admits a con­
tinuous 3-field.

Both of these theorems follow from §24.4.
27.11. T h e o r e m . I f  n =  4m +  1 and n >  1, then the tangent 

bundle of Sn is not equivalent to a bundle with group R n- 2, and Sn does not 
admit a continuous 2-field. (See App. sect. 7.)

This follows from §24.8.
27.12. T h e o r e m . I f  n =  8m +  7, then Tn+1 is homotopic to a 

map of $ n_1 into Rn- 7 , the tangent bundle of Sn is equivalent to a bundle 
with the group R n~7, and Sn admits a continuous 7-field.

The proof differs from the preceding because the Cayley numbers 
do not form a group. We shall prove the final statement, the others 
will follow by §27.6.

The case m — 0 has already been proved (§27.5). Let V%x) 
(x e aS7, i  =  1, • • • , 7) be a set of continuous tangent vector fields 
over S 7, each vector of length 1, and at each point the vectors are 
orthogonal. Let E 8 be the euclidean 8-space having S 7 as the sphere 
\x\ =  1. Extend F* over E 8 by setting

and F*(0) =  0. Then V* is continuous over E 8, and, at each x 9  ̂ 0, 
the seven vectors are orthogonal. Let F 8(x) be the vector x. Then 
F 1, • • • , F 8 are orthogonal.

Let E 8m+8 be the product of (m +  l)-factors E 8; then w e E 8m+8 is a 
set (xir • • • , xm+i) of points of E 8. Let W l(w) be the vector in E 8m+8 
whose component in the j ih  factor E 8 is V{(xj) for j  =  1, * • • , m +  1. 
Clearly, the vectors IF1, . • • • , IF8 are orthogonal at each point. 
Since W 8(w) =  w, it follows that, for uvin £ 8m+7, (i.e. \w\ =  1), the 
vectors W 1(w)J • • • , W 7(w) are tangent to £ 8m+7 and are of unit 
length. This completes the proof.

The preceding results determine the maximum k for which Sn 
admits a continuous fc-field for n rg 10. aS11 admits at least a 3-field. 
Whether it admits a 4-field is not known (see the remark and reference 
following §27.5).

27.13. Fields of tangent hyperplanes. We shall discuss now the 
problem of constructing over Sn a continuous field of tangent ft-dimen- 
sional hyperplanes (briefly: a continuous field of fc-planes). Note that, 
if k =  0 or ft, there is no problem, the field exists and is unique. Fur­
thermore the problems for k and n — k are equivalent under the obvious 
duality.



The configuration of a &-plane tangent at a point of Sn is clearly 
equivalent to that of a (parallel) /b-plane Ek through the origin and a 
unit vector x orthogonal to Ek (from the origin to the point of tangency). 
If k <  n (assumed hereafter), the group Rn+1 is obviously transitive on 
the set of such pairs (.Ek,x). Let E\ be the space of the first k coordi­
nates, and let xn+i =  (0, • • • , 0, 1). Let H  be the subgroup of 
Rn+1 which leaves xn+i fixed and maps E\ on itself. It follows that the 
coset space

W n,k =  Rn+l/H

may be identified with the manifold of /c-planes tangent to Sn. Since H  
leaves xn+i fixed, H  C  Rn. Therefore W n,k is a bundle over R n+i/R n 
= Sn and the projection Wn,k Sn induced by the inclusion of cosets 
coincides with the projection which assigns to a tangent fc-plane the 
point of tangency.

The group H  has two components determined by the sign of the 
transformation restricted to Ek0. The component of e in H  is the 
direct product Rk X where Rrn_k is the subgroup of R n leaving E\ 
pointwise fixed. Define

Wn,k =  Rn+l/Rk X R'n_k-

We call W’n,k the manifold of oriented &-planes tangent to S n. Since 
both W n,k and 1̂ n,k are connected, the natural projection

^ n ,k - ^ W n,k
is a 2-fold covering.

27.14. T h e o r e m . The n-sphere S n admits a continuous field of 
tangent k-planes if  and only if the characteristic map Tn+i: aSw_1 —> R n is
homotopic in R n to a map of S n-1 into Rk X R'n-k-

Both W n,k and Sn are coset spaces of jRn+i. Therefore the bundle 
R n+i over Sn is the principal bundle of W n,k over Sn. By §9.4, W n,k —> 
S n admits a cross-section if and only if the bundle R n+1 Sn is equiva­
lent in R n to a bundle with group H. According to §18.3, the latter 
condition is equivalent to deforming Tn+1 into a map Tr: Sn~x —> H.
Omitting the trivial case n =  1, £ n-1 is connected; hence T'(Sn~ l) must 
lie in one of the two components of H . If we multiply H  by each point 
of a curve in Rn connecting the two components, we obtain a homotopy 
of H  which interchanges the components. Therefore deformability 
into H  is equivalent to deformability into the component Rk X R'n_k oi
H . This completes the proof.

Incidentally the argument shows that S n admits a field of fc-planes 
if and only if it admits a field of oriented fc-planes.



27.15. T h e o r e m . I f  2k ^  n, then the inclusion map of Rk X 
R'n-u Rn is homotopic in R n to a map of Rk X Rfn-.k into R'n-k-

Since 2k ^  n, R'n_k contains a subgroup Rrk conjugate to R k. 
Suppose a e R n and aRka~l =  Rk. Let at (0 ^  t g  1) be a curve in Rn 
from e to a. Then the required homotopy

h: R k X K - k X l - ^ R n

is given by h(r,r'}t) =  atra jV .
As a corollary, the contractibility of Tn+1 into Rk X Rfn- k is equiva­

lent to contractibility into Rrn- h. Applying §27.6 and §27.7, we have
27.16. T h e o r e m . I f  2k S  n , then Sn admits a continuous field 

of tangent k-planes if and only if it admits a continuous k-field.
Since k independent vectors span a fc-plane, any fc-field determines 

a field of fc-planes. Thus the “ i f” part of the above result is trivial. 
It should be noted that the proof does not show that any field of 
fc-planes is determined in this way by some fc-field. When k =  2, 
this is the case because 7rn_i(i?2) =  0.

27.17. T h e o r e m . For at least the following values of n and k, the 
n-sphere admits a continuous field of tangent k-planes:

( i )  n even} k =  0 and k =  n,
(ii) n odd, k — 0,l,n  — 1 and n,

( i i i )  n e =  8 mod 4, 0 ^  k ^  3 and n — 3 ̂  k ^  n,
(iv) n s= 7 mod 8, 0 ^  k ^  7 and n — 7 ̂  k ^  n.

If, in each case, we delete the latter half of the values of &, then the
theorem has been proved with &-frame in place of &-plane (§§27.9,
27.10, 27.12). Since a &-frame determines a &-plane, the theorem fol­
lows for the restricted values of k. The results for the remaining k 
values follow by duality.

27.18. T h e o r e m . The n-sphere does not admit a continuous field 
of k-planes if n is even and 1 ^  k S  n — 1, or if  n =  1 mod 4 o,nd 
2 ^  k ^  n — 2. (See App. sect. 7.)

When 2k ^  n we have only to apply §27.17, §27.8, and §27.11. 
The cases 2k >  n follow from duality.

The preceding two theorems settle the existence question for fields 
of fc-planes over Sn for all n S  10 and 0 g  fc ^  n. The first unsettled 
case is n =  11 and fc =  4.

§28. ON THE NON-EXISTENCE OF FlBERINGS OF SPHERES BY
Sp h e r e s

28.1. N ecessary relations on the homotopy groups. In §20, £ 2n-1 
is represented as an (n — l)-sphere bundle over Sn for the values 2, 4, 
and 8 of n. The case n =  1 must also be included since the double



covering of a circle by a circle is a 0-sphere bundle. These bundles were 
extremely useful in computing some of the homotopy groups of spheres. 
More such bundles are needed. This raises the question: For what 
values of n and k can Sn+k be a k-sphere bundle over Sn?

Assuming n >  0, any ft-sphere in Sn+k is contractible to a point. 
Therefore §17.10 gives (for such a bundle)

i n m  «  +  Ti(S"+k).

This implies that wn- i  is the first non-zero homotopy group of Sk; hence 
k — fi — 1. Thus we have

28.2. T h e o r e m . I f  Sm is representable as a bundle over Sn with a 
sphere as fibre (and any group of the fibre), then m =  2n — 1 and the 
fibre is an >Sn-1.

This result restricts greatly the possibilities. We proceed to derive 
further restrictions.

28.3. On 7rk(B) for any fc-sphere bundle.
T h e o r e m . Let (B be a k-sphere bundle and Sl a fibre. I f  k is even, 

the inclusion map i: Sq—>B maps wk(Sl) isomorphically into irk(B).
I f  k >  1 and k =  1 mod 4, then the image of Trk(Skf) under i* is either 
infinite cyclic or finite cyclic of even order.

By §17.13, the kernel of i* is contained in the image of h*: wk(Go) —» 
Tk(Sk0). Now (7 =  Rk+i, and h' is topologically equivalent to the bundle 
map Rk+i —> Sk. (This is proved by using associated maps Rk+i —> Go, 
Sk —> Sl as in §8.16.) The image of Tk(Rk+i) in Tk(S*) is the kernel of 
A: Tk(Sk) —> 7rjb_i(jBfc). Now Tk+i represents a generator a of the 
image of A. When k is even, §23.5 asserts that a is not of finite order. 
This implies that the image of Tk(Rk+1) in irk(Sk) is zero. Hence the 
kernel of i* is zero. If k e =  1 mod 4, §24.10 asserts that a  is of order 2. 
Hence Tk(Rk+1) maps onto the “ even” elements of 7rk{Sk). This 
implies that the kernel of i* is a subgroup of the even elements; and the 
theorem is proved.

28.4. C o r o l l a r y . Under the above hypotheses, the fibre Sl is not 
contractible to a point in B.

28.5. C o r o l l a r y .  I f  k >  0 and k is even, or if k >  1 and k =  1 
mod 4, then the m-sphere (m >  k) is not the bundle space of any k-sphere 
bundle.

This follows from the preceding corollary since k <  m implies 
r k(Sm) =  0.

28.6. C o r o l l a r y . I f  S 271-1 is an (n — l)-sphere bundle over Sn, 
then n is 1 or 2 or n =  0 mod J\. (See App. sect. 8.)

It is a reasonable conjecture that the conclusion of the corollary 
should read un is a power of 2.” Compare this with §20.7.



28.7. Non-existence with G  bigger than O n. It is to be noted that 
§28.2 holds without restriction on the group of the fibre while §28.6 
specifies the group 0 n. A part of §28.6 holds without this restriction, 
namely:

T h e o r e m . I f  iS2n_1 is a bundle over S n with fibre S n~ l and any group 
G  of homeomorphisms of S n~ l , then n is 1, or n is even.

Lett y 0 be a reference point of the fibre aSw_1. Define h' : G  —» £ n-1 
by h'(g) =  g-yo. Let (B denote the given bundle >S2n_1 —» S n, let aSq-1 be 
an (n — l)-sphere equator of S n, and suppose (B is in normal form 
relative to aSq-1. Let T : aSq”1 —>G be the characteristic map. We 
proceed to show that the composition

T h!
s r 1 - > < ? - >  s n~i

has degree ± 1 .
Let (B be the associated principal bundle (defined as in §8.1 so as to 

be in normal form). Let Xi e S n be the pole of in V\ (see §18.1). 
let Snr x and (?i be the fibres over x h let

£ 4*1,X\) £ 4*1,Xll
Vi =  f(yo), ffi =  %{e).

Now yo determines a principal map

h: ( B , G h g i ) -  ( S ^ ~ \ S nr \ y i )

given by h(b) =  P(b,y) (see §8.10). Let hi =  h\G±. Then we have 
the diagram:

£* A
TTn- l ( G )  - >  7T n-l(G l) T n ( S n)

J,h* [hi* A*/

Tn-i(S»-')  -> TT^^Sr1)

and the commutativity relations A =  /&i*A, hi,*|* =  £*/i* are readily 
verified.

Since ^(aS2”-"1) =  0 for i  =  n and n — 1 (assuming n >  1), the 
exactness of the homotopy sequence of (B implies that A is an iso­
morphism. By §18.4, IT  represents a generator of the image of A. 
Hence hi\T  generates the image of A, namely TTn-iiSi"1). But hi\T  =  
%hfT, and £* is an isomorphism. Therefore h'T represents a generator 
of 7rn-i(ASn_1), i.e. h'T has degree ±  1.

Define the map
/:  aS ^ X aS”- 1- ^ " - 1



by
f(x,y) =  T(x)-y.

When x =  x0, T(x0) =  e, so f(x<>,y) =  y. When y  =  y0, /0c,2/o) =  
h'T(x). It follows that /  maps cross-sections x X S n̂ 1 with degree 1 
and cross-sections Sq-"1 X y  with degree 1 (when Sq-1 is suitably 
oriented).

We will show that a map /  of degree 1 in each cross-section is 
impossible when n is odd. This requires the use of “ cup” products of 
cohomology classes. Integer coefficients are used throughout. The 
cohomology group H n~l(Sn~~1) is infinite cyclic; let u be a generator. 
The group H n~l {Sl~x X Sn~l) is a free group on two generators, say v 
and w, and their product v ^  w generates H 2h~2(Sq~1 X Sn_1). Fur­
thermore v ^  v =  0 and w ^  w =  0.

Since /  has degree 1 on each cross-section, the signs of v and w can
be chosen so that

f*u  =  v +  w

under the induced homomorphism /*: £Tn"1(/Sn~1) —> X
Sn-1)- Now u ^  u =  0, and /*' preserves products; hence

(v +  w) (v +  w) = 0 .

Applying the distributive law and using v ^  v =  w ^  w =  0, we obtain

V ^  W =  —W 'sV.

Now the general law for commuting cohomology classes v}w of dimen­
sions p,q, respectively, is

V ^  w =  ( —1 )pqw ^ v .

Setting p =  q =  n — 1, and comparing the two formulas gives ( — l ) n“ l 
= — 1. Therefore n is even. This completes the proof.

28.8. A related problem is the following: Is Sm a bundle over Sn for 
some fibre F? Since the fibres must be contractible in Sm, §17.10 gives

T i m  «  ti-i-xCF) +  i  ^  2.

This requires that the homotopy groups of Sn be at least as big as 
those of Sm. As n <  m, this is no restriction for i  <  m. Taking 
i =  m, a necessary condition is that ttm(Sn) contain an infinite cyclic 
group. Since 7rw+iOSn) does not when n >  2, we have 

I f  n >  2, $ n+1 is not the space of any bundle over S n.
Since tta(S2) =  2, we have
£ 4 is not the space of any bundle over S 2.



Part III, The Cohomology Theory
o f Bundles

§29. Th e  St e pw ise  Ex t e n sio n  of a Cr o s s - se c t io n

29.1. Extendability when F is g-connected. We turn now to the
application of cohomology theory to the "problem of constructing a 
cross-section of a bundle. It will be assumed throughout that the 
base space of the bundle (B is a finite complex K  as defined in §19.1. 
The problem of constructing a cross-section is a special case of that of 
extending a cross-section /  already given over a subspace of K.  We 
assume that the subspace is a subcomplex L.

If L  does not contain all of the O-dimensional skeleton K° of K } then 
/  can be extended continuously over L \J  K° by defining f(x) in Y x 
arbitrarily for each vertex x not in L.

Assuming that /  is given on L U  i£°, consider the problem of 
extending over L  U  K 1. If /  can be extended over L \ J  K 1 then, for 
each 1-cell <r of K  not in L, the cross-section / |  & (a =  boundary of o) can 
be extended over a. Conversely, a set of extensions over the individual 
1-cells form an extension over L \J  K 1; for the interiors of the 1-cells are 
disjoint open sets of L  U  K 1,

Let <r be a 1-cell not in L, and (B<r the part of (B over <r. Since <r is 
contractible on itself to a point, (Bo- is a product bundle (§11.6). There­
fore we have a bundle map

(1) <*>,: < r X F - > ( B ,  

and a map

(2) p.: jBct—> F

such that

(3) <t>a(p(b)ypa(b)) = 6  for b e B a,

The composition of / |<r and p0 is a map /*: & —» F. If /  extends 
over <r, then pfff\<r extends /* over <j. Conversely, if extends over <r to 
a map /„  then f(x) — ^(xfa ix ))  extends /  over a. Since <r is a 1-cell, 
the extendability of /* is just the question of whether the images of the 
two vertices of a can be joined by a curve in F. Thus, if  Y  is arcwise 
connected, each /* can be extended, and the cross-section f  on L \ J  K° can be 
extended over L \J  K 1,



Suppose, in general, a cross-section /  is given on L U  K q, and we 
consider the problem of extending it over L U  K q+1. Again the prob­
lem reduces to extending, over each (q +  l)-cell a of K  not in L, the 
cross-section f\&. Since or is contractible, we may choose a product 
representation as in (1) and a projection (2) satisfying (3). Setting 
f& — p d f  |o'], we reduce the problem to extending /*: & —» F to a map 
/„: c —̂ Y . Again there is a blanket assumption which permits the 
extension, namely, the homotopy group x 3(F ,y0) =  0 for each base 
point 2/0 (if Y  is arcwise connected, it suffices to impose this for a single 
base point, and we write t q(Y) = 0 ) .

We say that a space Y  is q-connected (q ^  0) if it is arcwise con­
nected and Ti(Y) =  0 for I  — 1, • • • , q.

With this definition, we may summarize the preceding argument in
29.2. T h e o r e m . I f  f  is a cross-section of the part of (B over a sub­

complex L of K , thenf may be extended over L U  K°. I f  Y  is q-connected, 
then f  may be extended over L  U  K q+1.

29.3. C o r o l l a r y . If  Y is q-connected, and K  — L has dimension 
g  q +  1 , then any cross-section over L may be extended over K .

Note that a solid space (§12.1) is g-connected for every q. The 
above corollary is therefore a sharpening of §12.2.

29.4. The obstruction cocycle. The stepwise extension of a cross- 
section does not lead to an interesting situation until a dimension q is 
reached for which wq(Y) is not zero. Suppose then that /  is given on 
L VJ K q. For any (q +  l)-cell <r the preceding construction yields a 
map /*: cr —» Y  whose extendability over a is equivalent to that of /. 
Assuming wq(Y) 5* 0, we meet with an obstruction to extending/. We
propose to measure this obstruction. The next few articles are
devoted to the measuring procedure. Roughly it runs as follows. An 
orientation of <r induces one of the latter and/* determine an element 
of Tq(Y) denoted by c(/,<r). This function of oriented (q +  l)-cells 
proves to be a cocycle. If /  is altered on the g-cells of K  — L, the 
cocycle varies by a coboundary. We thus arrive at a cohomology class 
of K  mod L  which gives a precise measure of the obstruction. Its van­
ishing is necessary and sufficient for/|L  \J  K q~l to be extendable over 
L y j  K q+K

There are several difficulties. The first of these concerns the base 
point of 7rg(F). This is eliminated by assuming that F is g-simple 
(§16.5), so that any map of an oriented g-sphere in F  determines a 
unique element of irq(Y,yo) for any y0. That this assumption is not 
too restrictive is shown by §16.9 and §16.11. The first asserts that any 
group space is g-simple for all q. The second asserts the same for a 
coset space of a Lie group by a connected subgroup. Also n  =  0



implies g-simple for each g. Thus, the hypothesis is satisfied if we 
are dealing with a principal bundle, or with a sphere bundle, or with 
most of the bundles associated with a sphere bundle. It is probable 
that the hypothesis can be avoided since it has been avoided in a similar 
situation.

In the case q =  1, simplicity means that tt\(F) is abelian (§16.4). 
Thus, in every case, 7rs(F) is abelian. The case q =  0 will be included 
by defining 7t0(F) to be the reduced O-dimensional singular homology 
group H 0(Y), i.e. only such 0-cycles are used as have a coefficient sum of 
zero. Then a map of the boundary of an oriented 1-cell a into Y  
determines an element of w0(Y) whose vanishing is necessary and suffi­
cient for the extendability of the map over a. In the case Y =  G, this 
convention supersedes the convention ttq(G) — G/Ge of §16.10.

There is a second and more serious difficulty. The map f i  depends 
on the choice of the product representation (1). A different choice 
may lead to an entirely different element of ttq(Y).  As will be shown 
there are several different assumptions which eliminate this difficulty, 
e.g. G is connected, or iri(K) =  0, or that the characteristic class 
X*. 7Ti(K) —> G/Ge is zero. But this would also eliminate important 
cases, e.g. tensor bundles over non-orientable manifolds. Moreover, 
it is possible to circumvent the difficulty without restrictions. This 
is accomplished by an altered procedure, and an elaboration of the 
cohomology theory to be used. We discuss now the altered procedure.

29.5. The cross-section f\<r can be extended to a cross-section over a if 
and only if  it can be extended to a map of a into B a.

Half of the assertion is trivial. Suppose / ':  <7—> B„ is an exten­
sion of / |<r, but is not necessarily a cross-section. Choose a product 
representation of B c as in (1), (2) and (3) of §29.1. Define

f"(x)  =  (j>c{x,p4'{x))y x e a .

Then / " \cr =  f\cr =  /[<r, and pf"(x) =  x. Hence /"  is a cross-section 
extending /  |<r.

29.6. I f  Y xAs the fibre over a point x of a, then the inclusion map of Yx 
in B ff induces an isomorphism Tq(Y x) «  n’q{B0). Therefore f\cr is 
homotopic in B a to a map fi: cr —> Yx. The homotopy class of f i  in Yx 
depends only on that of f\cr in B ff; and f i  is extendable to fi: a —» Y x if and 
only iff\& is extendable to a cross-section over a.

This is a trivial consequence of (i) the existence of a product repre­
sentation o- X Y  for Bff, (ii) the vanishing of all homotopy groups of <7, 
and (iii) the result §17.8 on the homotopy groups of a product space.

A direct visualization is provided by choosing a contraction of a on 
itself to the point x and picturing a covering homotopy which con­



tracts Ba into the fibre Y a> The latter deforms f\& into /*. If the 
contraction of 5 over a into x is chosen to sweep out each point of a — x 
just once (e.g. a radial contraction), then the covering homotopy of /|dr 
sweeps out an extension of f\& to a single-valued continuous cross- 
section over a — x. We thus obtain an extension with a singularity at 
x ; and f & is clearly a measure of this singularity.

29.7. We choose now, in each (q +  l)-cell <r, a reference point xa, 
and denote by Y a the fibre over xff. Choose, for each (q +  l)-cell c, 
an orientation; and denote by a the oriented cell, and by & the oriented 
boundary. If /  is a cross-section over L U  K q, we define c(f,a) to be 
the element of x Q(F<r) given by 29.6 applied to/|<r. (We are assuming 
that Y  is g-simple.) Then we have

29.8. A cross-section f  over LKJ K q is extendable over L \J  K q+l if and 
only if  c(/,<7) =  0 for each {q +  l)-cell a.

Denote by c(f) the function of a given by c(f) (a) =  c(f,a). We call 
c(f) the obstruction cocycle of f. The terminology anticipates showing 
that c(/) is a cochain, in some sense, and proving that its coboundary 
is zero. A cochain in the usual sense is a function assigning to oriented 
cells elements of an abelian group—the same group for each cell. In 
the present case, the values of c{f) lie in different groups. It is true 
that they are all isomorphic, but there is no natural unique isomorphism 
between any two of them. Thus we meet, in a different form, the sec­
ond of the difficulties described in §29.4. As promised there, we 
circumvent the difficulty by broadening the notion of cochain so as to 
allow functions such as c(f). This requires a broadening of the related 
concepts of cohomology theory to which the next two articles are 
devoted.

§30. B u n d l e s  of Co effic ien ts

30.1. Definitions. By a bundle of groups is meant a bundle with a 
fibre F which is a group, and the group G acts as automorphisms of F. 
As observed in §6.6, we can define, in each fibre Yx, a group structure so 
that each admissible map F —» Y x is an isomorphism.

By a bundle of coefficients (for homology or cohomology groups) is 
meant a bundle of groups where the fibre is an abelian group, written 
additively, and the group of the bundle is totally disconnected. The 
fibre will be denoted by x, and the group of the bundle (acting as 
automorphisms of x) by T.

Since T is totally disconnected, the results of §13 may be applied. 
In particular, any curve C from x0 to xi in X  determines an isomorphism 

xi ^  x 0 which depends only on the homotopy class of C. If C' is a 
curve from Xi to x2, then (CC') * =  The bundle is determined up



to an equivalence by its characteristic homomorphism %: wi(X) —» V 
(X  connected and locally connected).

The bundle of coefficients is called simple if it is a product bundle. 
According to §13.7, this happens if and only if x is zero, i.e. each closed 
path operates as the identity.

Examples of bundles of coefficients are easily obtained. According 
to §13.8 we need only choose a group 7r and a homomorphism x of 
wi(X) into the automorphism group of w to obtain one such. But cer­
tain bundles of coefficients arise naturally from other bundles.

30.2. The associated bundle (B(7r3). The example of most impor­
tance to us is the following. Let (B =  \B,p,X,Y,G\  be a bundle such 
that Y  is g-simple. Then each fibre Y x is also g-simple and the groups 
7r =  7rg(Y) and t x = wq(Yx) are defined without reference to a base 
point in Yx (e.g. as the group of homotopy classes of maps of a g-sphere 
into Yx). Let II be the union of the sets wx for all x in X.  Define p: 
II —> X  so that p maps irx into x for each x. We proceed to define a 
topology and bundle structure in II.

For each coordinate neighborhood Vj of (B define

( 1 )  t o '  V j X i r - t p - ' i V j )  

by

(2) to(X>a) =  (<fe.x)*<2,

i.e. to(x>a) is the image of a under the isomorphism w —» wx induced 
by Y —» Y x. Define

(3) 

by

(4) Pj (0) =  \v,\ r*)* 08) for )8 e wx.

It is easily seen that p\(/j{xya) =  x, py^y(x,a) =  a and ^i(p(/3),P;(0)) =  fl­
i t  follows that (1) is a 1-1 map. If we set y,i(x) =  pjto,x, we have

(5) 7*0*0 =  ga(x)*.

Thus we have most of the elements of a bundle structure. As yet 
we do not have a topology in II, a topology in w, and a group of trans­
formations of 7r. The last is readily obtained. Each g in G induces* an 
automorphism g* of 7r. Let H  be the subgroup which acts as the iden­
tity  in 7r. Set T =  G /H  and let y: G —> T be given by y(g) =  <7*. 
Then T is an automorphism group of 7r, and by (5) the coordinate 
transformations of the projected bundle are in V.

It remains to assign topologies to 7r, V, and II. We give to w and Y



the discrete topologies. This choice leads to difficulties in the most 
general situation since we must show that (5) is continuous in x. We 
therefore make the restriction: let X  be locally arcwise connected. Then, 
if xi e Vi Vj, there exists a neighborhood N  of x\ such that, for 
each x2 in N  there is a curve C in Vi C\ Vj from xi to x2. Since is 
continuous, it maps C into a curve in G from gji(xi) to gji(x2). Then 
gji(xi) and gji(x2) are homotopic maps of Y  on itself. Therefore they 
induce the same homomorphism of w. This shows that yy»- is constant 
over N, hence continuous over Vi C\ Vj.

There is an alternative restriction which is equally effective: 
let the component Ge of e in G be arcwise connected and open in G. It 
follows quickly that Ge C  H, and G/Ge is discrete with the coset space 
topology. Since G/H  is a coset space of G/Ge, it too has the discrete 
topology as a coset space of G. This implies that rj: G -+ G /H  is 
continuous when G/H  is discrete. Then the continuity of gji implies 
that of yji.

Finally we topologize II so that the 1-1 maps fa are homeomor- 
phisms. There is just one way of doing this. For each a in II we 
select a j  such that p(a) e Vj, and define neighborhoods of a to be the 
images of neighborhoods of (p(a),pj(a)) under fa. That this yields a 
topology, under which p and each fa,pj are continuous, follows quickly 
from the continuity of yji.

The bundle of coefficients so constructed is denoted by (B(7tq). 
It is defined whenever Y  is g-simple, and X  is locally arcwise connected. 
Since 7r is discrete, the bundle is a covering space of X  (§14).

30.3. L e m m a . I f  C is a curve from xi to x2 in X , and YX2 is trans­
lated along (7_1 into YXl in (B, then the induced isomorphism of t X2 into wXl 
coincides with the unique isomorphism C# obtained by translating ttX2 
along C~x into irXl in the bundle (B(7r3).

The proof is obtained quickly by first observing that it holds when 
C lies in some Vj, and then noting that any curve is a composition of a 
finite number of such curves.

30.4. T h e o r e m . Let (B be a bundle whose fibre Y  is q-simple, and 
whose base space X  is arcwise connected and arcwise locally connected. 
Suppose also that the component Ge of e in G is arcwise connected. I f  the 
characteristic class x* ?ri(X) —> G/Ge of B is trivial, then the bundle 
(B(7rq) is a product bundle.

The hypothesis on x means that, if a fibre F 0 is translated around a 
closed curve C into itself, the resulting self map is homotopic to the 
identity. By §30.3, this implies that C* is the identity map of t q(Y 0). 
Hence the characteristic class x- tti(X) —> T of (B(7rg) is also trivial. 
By §13.7, it must be a product bundle.



It is to be noted that formula (5) implies that (&(rq) is the bundle 
weakly associated with (B relative to rj: * (7—» T.

30.5. L em m a . Let h: (B —> (B' be a bundle map where the common
fibre Y is q-simple, and the base spaces X ,X ' are locally arcwise connected. 
I f  x e X  and x' — h(x), let hx* be the isomorphism ttq(Y x) «  rrq{Yxi) 
induced by hx. Then the maps hx*, for all x in X , define a bundle map 
k: (B(tt5) —» © '(7̂ ) .

If x e Vj (X /r'KLfc), and xf — h(x), we have

The continuity of gkj(x)* in x is proved precisely as in the case of (5) 
above. By §2.6, there is a unique bundle map k: <Y>(rq) —» ©'(t*) cor­
responding to h and the gkj(x)*. A brief glance at the construction of 
k in §2.6 reveals that kx =  hx* for each x; and the lemma is proved.

30.6. It is to be noted that the preceding construction of ©(7̂ ) can 
be carried through with the homology group H q(Y) replacing wq ( Y). 
The only properties of t q(Y) used in the discussion are (i) it is an 
abelian group, (ii) any g in G induces an automorphism g* of w, (iii) 
(00O* =  g*9*) and (iv) g* depends only on the homotopy class of g. 
Since H q(Y) has the same four properties, the weakly associated bundle 
(%(Hq) can be defined in the same fashion.

The cohomology group H q{Y) satisfies all save (iii) which is replaced 
by (<7g0 * =  gf*g *• If we set g* — (<7-1) *, then g —> g# is a homomorphism 
of G onto a group T of automorphisms of H q. With g* in place of g*, 
the four properties hold, and we may define (B (Hq).

30.7. The bundle of homotopy groups. Another important exam­
ple of a bundle of coefficients is provided by the homotopy groups 
Tq(XjX) where X  is arcwise connected, arcwise locally connected, and 
semi-locally 1-connected (§13.8).

We set t x =  irq(X,x), and let II denote the union of the groups t x 
for all x in X.  Define p: II —» X  by p(wx) =  x.

Let x0 be a reference point, and let the fibre t  be wXo. As shown in 
§16.4, t i ( X ,x 0) acts as a group of automorphisms of t .  We define 
T to be the factor group of 7ri(X,x0) by the subgroup which acts as the 
identity automorphism of 1r. We give to w and T the discrete topology.

For each x in X  there exists a neighborhood V  of x which is arcwise 
connected and such that any closed curve in V  is homotopic to a point 
in X.  For such a neighborhood V  and any a e wx, we define the neigh­
borhood V (a) in II to be the set of elements obtained by deforming 
a along curves in V, i.e. if C is a curve from x' to x in V, then C#a is in 
V ( a ) .

Clearly p maps V(a) onto V. In fact, under the topology defined



in II by these neighborhoods, p maps V(a) topologically onto V. Sup­
pose ChC2 are two curves in V  from x to x'. Then CiC2 1 is contractible 
in X, and this implies that C* =  Cf. It follows that p\V(a) is 1-1. 
Since, for each V  and a , p maps V(a) into F, p is continuous. If 
13 is in V(a), and F'(i^) C  V(a), it is easily seen that V' C  V. Hence 
( p I W ) - 1 maps V' into F'(/3). This proves that p| V(a) is topological.

We have thereby shown that p: II —> X  is a covering in the sense 
of §14.1. By §14.3, it may be given a bundle structure. One checks 
readily that the characteristic class of the bundle is the natural map 
Ti(X,x0) —> r.

§31. Co h o m o l o g y  Gr o u p s  Ba se d  o n  a Bu n d l e  of Co effic ien ts

31.1. Introductory remarks. This generalization of cohomology 
theory was given first by Reidemeister [81]. He called the bundle of 
coefficients an Uberdeckung. Subsequently, an extensive survey was 
made by the author [87]. In the latter, the bundle of coefficients was 
called a system of local coefficients. Although their definitions differ, it 
is easily proved that, in a connected and semi-locally 1-connected 
space (e.g. a complex), a system of local coefficients is a bundle of 
coefficients.

The following treatment is restricted to cohomology. One may also 
treat homology theory with coefficients in a bundle. A reader, familiar 
with the parallelism between cohomology and homology, will be able to 
state and prove the corresponding facts about the latter. But these 
will not be used in the sequel.

We will assume that the reader is familiar with certain basic mate­
rial concerning ordinary homology theory with integer coefficients in a 
complex. All such can be found in the book of Lefschetz [64]. We 
could avoid this and achieve greater simplicity if we dealt only with 
simplicial complexes and simplicial maps. But the needs of subsequent 
articles demand the use ox the cell complex (of §19.1) and arbitrary 
continuous maps.

It is not generally realized that the satisfactory use of cell complexes 
in homology theory presupposes the theorem on the invariance of 
the homology groups. For example, if the cell complex K  consists of a 
single n-cell and its faces, then, for q >  0, H q(K) =  0 is a consequence 
of the invariance theorem; but, to my knowledge, is not provable in any 
other way. If K  is a simplex, the fact is directly deducible from the 
definition of H q in terms of cycles and boundaries. This difference 
accounts for the preferred treatment accorded simplicial complexes.

But one rarely computes the homology groups of spaces from 
simplicial decompositions. The number of simplexes required can be



impractically large. For example a simplicial division of a torus 
requires a minimum of 42 elements. A cell decomposition with 16 ele­
ments can be given. In higher dimensions the discrepancy is greater. 
An n-simplex has 2n — 1 elements. A cellular decomposition of an 
n-cell need have only 2n +  1 elements.

Still fewer cells are needed if one allows cell complexes in which 
identifications occur on the boundaries of the cells. These are fre­
quently used to compute ordinary homology groups. For the general­
ization to be given, it seems to be necessary that the closed cells be at 
least simply connected. However we shall adhere to the definition of 
§19.1.

31.2. Cochains, cocycles and cohomology. Let i f  be a finite cell 
complex and let X  =  \K\ be the space of K.  Let (B =  {n,p,A,7r,r} be 
a bundle of coefficients over X  (§30.1).

For each q ^  0 and each g-cell <r of if , we choose a reference point xa 
in <r, and denote by irff the fibre of (B over xa. We call the coefficient 
group of a.

A q-cochain of i f  with coefficients in (B is a function c which attaches 
to each oriented g-cell <r an element c(<r) of 7iv and satisfies c (—a) =  
— c(<7) where —a denotes the orientation opposite to that of <r. The 
g-cochain c is said to be zero on a subcomplex L  if c(o) =  0 for each a in 
L. We add cochains by adding functional values:

(1 ) (c i +  c2)(o-) =  Ci(a) +  c2(<r).
It follows that the g-cochains form an additive abelian group denoted 
by Cq(K  ;(B). Those which are zero on L form a subgroup Cg(if,L;(B).

If we choose a fixed orientation of each cell, then a choice of one 
element from 7iv for each g-cell <r determines a unique g-cochain which 
on each oriented <j has the prescribed value in irff. It follows that 
Cg(if,L;(B) is isomorphic to the direct sum Stt* for g-cells <r in i f  — L.

Choose now for each cell a a fixed reference orientation and let a also 
denote the oriented cell. If a is a g-cell and is a face of the (g +  l)-cell 
r (written: <s <  r), let [a:r] =  ± 1  denote the incidence number of <r 
and r. If a is a g-face of the (g +  2)-cell J, and r, r' are the two (g +  1)- 
cells such that a <  r <  £, <r <  r' ■< £, then we have the usual relation

(2) WiT][T:Q -+ [*:/][/: {] = 0.

For each relation <r <  r, we choose a curve C in r from xT to xa and 
denote by waT the isomorphism C# of 7iv onto 7rT. Note that w is inde­
pendent of the choice of C since r is simply-connected. It follows that 
<r <  r <  ij implies

(3) WriWar =



For any g-cochain c we define its coboundary 8c in C9+1(i£;(B) by

(4) 8c (t ) = 1Z[o \ t \WoT(c (o ) )

where r is a (q +  l)-cell and the sum is extended over all g-faces a of r. 
Since each w is a homomorphism, it follows from (1) that 8 is a homo­
morphism. If c is zero on L, it is clear that 8c is zero on L. Hence

(5) 8: C 5(K,L;(B) —> Cq+l{K,L )($>).

If the orientation of a is reversed, both [o : t ] and c(o) change sign and 
8c(t ) remains unchanged. If we reverse that of r, both sides of (4) 
change sign. It follows that 8 is independent of the choice of the 
reference orientations.

If we calculate 88c from (4), apply (3) and then (2), we arrive at the 
basic relation

(6) 88 = 0.

The kernel of (5), denoted by Z q(K,L;(B), is called the group of q-cocycles 
of K  mod L with coefficients in (B. The image of (5), denoted by B q+l 
(K ,L ,(&) is called the group of (q +  l)-coboundaries of K  mod L. By
(6), we have

Z q(K,L;(B) D  B q(K,L;(&).

We define the qth cohomology group of K  mod L with coefficients in (B by 

H q(K,L;®) =  Z q(K,L;®)/Bq(K,L;(S>).

To have a proper definition for all q ^  0, we define Cq(K,L;(&) =  0 
when K  — L  has no g-cells, and we set J5°(K,L;(B) = 0 .

The cohomology groups are independent of the choice of the base 
points x For suppose xra is a second set of choices. Choose a path in 
c from a*' to x9 and use it to define an isomorphism uff: Tra > 7r'. Use 
these to map each old cochain into a new one. This gives an iso­
morphism of the old group of cochains onto the new one. If o  <  t ,  

then wfaTua and urwOT are both isomorphisms of w* onto 7r' induced by 
traversing curves in r; so they must be equal. From this it follows that 
the isomorphisms of the old cochains onto the new ones commute with 
8. Hence they induce isomorphisms of the respective cohomology 
groups.

31.3. Simple coefficients. Whenever the bundle (B of coefficients 
is a product bundle, the cohomology groups H q(K,L,(B) reduce in a 
natural way to the ordinary cohomology groups H q(liT,L;x). This is 
proved as follows.



Choose a bundle map /x: (B —» w which exists since (B is a product.
Then  ̂ maps each ira isomorphically onto t ,  and in such a way that 
jxw(r\'K<I — /x|T<r for each a <  r. Using /x we obtain, quickly, iso­
morphisms Cq(K,L;(B) — Cg(K,L;t) for each q which commute with 8. 
They induce therefore isomorphisms of the cohomology groups.

31.4. The Kronecker index. In the case of ordinary cochains with 
coefficients in 7r, one has the notion of a Kronecker index. Let c be a 
p-cochain with coefficients in 7r, and let z =  be a p-chain with
integer coefficients. Then the Kronecker index c-z in 7r is defined by

r
(7) c-z =  2  (licfa).

1 = 1

Clearly, c-z is bilinear. Furthermore it is readily shown that

(8) (Sc) -z =  C'(dz)

when c is a (p — l)-cochain and z is a p-chain.
Passing to the case of a bundle (B of coefficients, let c e CP(K)(&), 

and let z be a p-chain with ordinary integer coefficients. We note that
(7) has no meaning because the various c(g %)  lie in different groups. It 
is possible to bring them together into the same group by translating 
along curves of X  into a single fibre. If (B is not a product, the result 
will depend on the choice of the curves. Thus, we must abandon a 
Kronecker index in the usual sense.

However, if the chain z lies on a subcomplex E  of K  such that (B|E  
is a product bundle, then the terms of (7) can be accumulated in a 
single fibre, in just one way, by using curves in E. Adding them in this 
fibre determines a unique value of c-z. It is easily seen that the values 
of c-z obtained in the various fibres of (B| E  correspond to one another 
under translation along curves in E. We are thus led to a bilinear 
operation, called the Kronecker index, which pairs CP(K;(B) and CP(E) 
to the cross-sections of (B|i£.

Since (B|Z? is a product, a cochain c' on E  is an ordinary cochain, 
and c'-z is definable as usual. A cochain c of K  with coefficients in (B 
determines a cochain c' on E  by restricting c to cells of E. It is clear 
that c-z =  d'Z under this correspondence. It follows that (8) holds for 
the extended Kronecker index.

Any closed cell a of K  and its faces form a subcomplex E  such that 
CB|jB? is a product. In this sense, we have

(9) c(a) =  C-G.
And (8) gives

(10 ) Sc(cr) =  C'da.



Thus, we always have a “ local” Kronecker index with the usual 
properties.

31.5. Carrier of a mapping. A carrier for a continuous function 
h : K  —> K' of one cell complex into another is a function assigning to
each cell a of K  a closed subcomplex E ff of K'  such that h{a) C  Ea and 
a <  r implies Ev C  ET. A carrier for a map h : (2?,L) —> (K',L') is
required to satisfy the additional condition that Eff C  L' when a is in L.

The intersection of two carriers of h is again a carrier. If, for each 
a, Ea is the smallest closed subcomplex containing h(a), then {Ea\ 
is called the minimal carrier. It is contained in every carrier.

A carrier {E0} of is called solid if, for each a, E„ is contractible to a 
point (see §12.1). This implies that E„ is connected, simply-connected, 
and the homology groups H q(Eff), with integer coefficients, are zero for 
q =  1,2,  • • • . The last means that each g-cycle on E9 is a boundary. 
Since Ea is connected, a 0-cycle of the form vx — v2, where v1}v2 are 
vertices of Ea, bounds a 1-chain on E„.

31.6. Chain homomorphisms and homotopies. Let {Ea) be a solid 
carrier for h. Then there exist chain homomorphisms {integer coefficients)

(11) h f  Cq{ K ) - * C q{ K ' \  q =  Oj lj • • • ,

such that hf carries a vertex into a vertex,

(12) hf<7 C  Ea, and dh# =  h#d.

The proof proceeds by induction. To each vertex v of K  we assign 
a vertex h f  of Ev. We then extend hf to all 0-chains by the require­
ment, of linearity. Assuming that (11) is defined for q <  p, we choose a 
base for CP(K ) consisting of one orientation of each p-eell. If a is a 
base element, then (12) implies that hfda is a (p — 1)-cycle on Ea. 
Since E„ is solid, we can choose a p-chain on Eff whose boundary is 
hfda and denote it by h f .  We then extend hf to all p-chains by the 
requirement of linearity. This completes the general step of the 
induction.

Any two chain homomorphisms hfyhf, having the same solid carrier 
{Ea}, are chain homotopic, i.e. there exist homomorphisms

(13) D: Cq( K ) - ^ C q+1(K'), q =  0, 1, • • - ,

such that

(14) Da C  Ec, and dDz =  h'fZ — h§z — Ddz

for any chain z.
This again is proved by induction. We define Dv, for a vertex v, 

to be a 1-chain of Ev whose boundary is hff  — h f .  Assuming D



defined for q <  p, then, for any base element a of CP(K ), by applying
(14) with z =  da, we find that ft#<r — ft#cr — Dda is a p-cycle on Ea. 
We let Da be a (p +  l)-chain of Ea which has it for boundary.

31.7. Induced homomorphisms. Let be bundles of coefficients 
over K ,K ', and let ft: (B —> (B' be a bundle map such that the induced
map ft: (K,L) —> (K',L') has a solid carrier {£>}. Select a chain
homomorphism ft# as above.

Let c' be an element of 0(K',Z/;(B'), and let <r be an oriented g-cell. 
Since Ea is simply connected, (B'|E a is a product bundle; hence, we can 
form the Kronecker index c'-ft#<7, and it is a cross-section of (B'|E„ (see 
§31.4). Let ft, denote the isomorphism of the coefficient group ay onto 
the fibre of (B' over h(xa). Then we define ftV by

(15) ft#c'(<r) =  ft-^c'-ft#^).

It is readily checked that ft* is a homomorphism

(16) ft#: ^(K ',L ';(B ')->^(K ,L ;(B ).

If c' is a (g — l)-cochain of X', and <7 is a g-cell of K ,  then (12) and
(8) yield

(hfhcf) (a) =  h~l(bcf-h#a) =  /^(c'-dft#^)
=  h~l{c'-h#da) =  ft^'-dcr = (5ft%')W-

This proves

(17) 5ft# =  ft#5.

It follows that ft# carries cocycles into cocycles and coboundaries into 
coboundaries, thereby inducing a homomorphism

(18) ft*: H q(K',L';&')->

31.8. The uniqueness of ft* for proper maps. The definition of ft* 
depends on the choice of [Ea}, and on the choice of ft#. Consider first 
the latter choice. Let ft#,ft# be any two such choices; then a chain 
homotopy (13) may be chosen. Define a corresponding cochain 
homotopy

(19) D: Cq{K ,,Lr)(S>,) ^ C q- \ K iL ^ )

by using the local Kronecker index:

(20) Dcr(a) =  K^c'-Da).

Using (14) we obtain

(21) 6Dcf =  ft'#c' -  ft#c' -  Ddc'.



This implies, for a cocycle c', that h'#cf and h*cf belong to the same 
cohomology class. Thus we have proved that A* is independent of the 
choice of h#.

If we had started with two maps h and hf having the common solid 
carrier {Ev}f the foregoing argument proves that h* =  h'*

In general, A* depends on the choice of the solid carrier. We 
shall say that h is a proper map if the minimal carrier is solid. Then we 
can define /i* using the minimal carrier. Since any solid carrier con­
tains the minimal carrier, any h* coincides with the one assigned to the 
minimal carrier. Thus, for proper maps, h* is unique and can be con­
structed from any solid carrier.

It is to be noted that any inclusion map (K,L) » (K',Lr) is proper 
where K  is a subcomplex of K'  and L is a subcomplex of U .  The 
minimal carrier of <r consists of a and its faces.

If K ,K '  are simplicial complexes, and h is simplicial, then h(<r) is a 
simplex and is therefore solid. Thus simplicial maps are proper.

There is a wide class of proper maps for which the h# assigned to the 
minimal carrier is unique. The map h : K —> K'  is called cellular 
if, for each g, h maps the g-skeleton K q of K  into K ,q. Suppose that 
h is both proper and cellular. For any g-cell a of K , the minimal carrier 
Eff is a subcomplex of K f q, and is thereby g-dimensional. Then H q(Ea)  
= 0 means Z q(Ef) =  0; for, the absence of (q +  l)-cells in E0 means 
B q(Eff) = 0 .  But Z q{Ea) is the kernel of d : Cq(E*) —> Cq-i(Ef). 
Since this kernel is zero, there can be at most one g-chain of E9 whose 
boundary is h#d<r. Thus, at each stage of the inductive construction of 
hf, the choice is unique:

I f  h: K —> K f is both proper and cellular, then there is just one h# 
associated with the minimal carrier.

31.9. Subdivision. Let (K',L ') be a subdivision of (K,L), i.e. their 
spaces coincide, and each cell of K  (L) is the union of the cells of 
K'  (V ) which it contains. We assert that the inclusion maps

(22) h: (K,L) ->  (K',Z/), h': (X',L') -> (K }L)

are proper. In the case of A, the minimal carrier of <r is the subdivision 
in K f of the complex composed of <r and its faces. Denote this by Sd <r. 
Since any subdivision of a cell is solid, h is proper. If <r' is in K',  its 
interior lies in the interior of just one cell a of K )  then its minimal 
carrier Efff consists of <r and its faces. Thus W is proper.

Using these carriers, choose A# and hf and let h#,h'#} as in (16), be 
defined accordingly. Let i  be the identity map of (K }L) and let i#}i* 
be identity maps of chains and cochains. Now if and h'fhf have in 
common the minimal solid carrier {Ea} where Eff consists of <r and its



faces. Since i is cellular, the uniqueness statement of 31.8 yields 
if =  h'fhf. It follows that i* =  h*h'*.

Letting i r denote the identity map of (K',L f), we find that if and 
hfhf have the common solid carrier {Sd Ear). Hence they are chain 
homotopic. As in §31.8, this implies i r* =  h'*h*. Thus we have 
proved

I n v a r ia n c e  u n d e r  s u b d iv is io n : I f  (K',L') is a subdivision of 
(.K,L ), then the inclusion maps of (22) are proper, and they induce 
isomorphisms

H q(K,L;(Y>) «  H q(K ,fL,;(S).

31.10. The h* of a general map. It is important to define h* when
h is not proper. The procedure is to factor h into the composition of
three proper maps

i  hf i'
(23) (iC,L) -> (K hL,) -> (K[,L[) -> (.K',L')

where (Ki,Li) is a simplicial subdivision of (K ,L ), (K^L^) is a simplicial 
subdivision of i  and i r are inclusion maps and h'(x) =  h(x) for
each x .

The first regular subdivision of K  is simplicial. It is constructed, 
inductively, by introducing one new vertex on each a and subdividing 
<t into the join of this vertex with the subdivision of the boundary of a. 
Thus, simplicial subdivisions can be found. Arbitrarily fine sub­
divisions can be found by repeated barycentric subdivisions of the 
regular subdivision.

The existence of (23) is proved as follows. Let (K'lfL[) be any 
simplicial subdivision of (K'^U) . The open stars of vertices of K [  cover 
K'. Choose a simplicial subdivision of (K 1}Li) of (K ,L ) so fine that the 
image of each simplex of K \  lies in the open star of a vertex of K'v If 
h(cr) lies in the star of y, then each closed simplex of K [  which meets 
h(a) has v as a vertex. Therefore their union is contractible to v. But 
this union is the minimal carrier of h(u). It follows that h' is proper. 
By §31.9, i  and i r are proper.

Assuming now that h: (B —> (&' is a map of bundles of coefficients, 
we choose a factorization (23), and define A* by

(24) h* =  i*h'*i'*.

Various facts must now be proved to insure that this definition 
of h* is satisfactory. We list these without proofs since the proofs are 
simple applications of the cochain homotopy construction of §31.8.

31.11. The A* of (24) is "independent of the choice of the factorization
(23).



31.12. I f  h is a proper map, the h* defined in %31.7 coincides with the

31.13. I f  h: (B —> ©' and hf: 65' -> 65", then {VK)* =  h*hf*.
31.14.  The identity map 65 — > 65 induces the identity map of

If h: (B —> ®' induces a homeomorphism ft: (K,L) —» (K',L'),
the last two propositions imply that h* is an isomorphism. This is a 
precise formulation of the statement: H q{K,L;CB) is .a topological
invariant.

31.15. I f  h 0,hi : (B —> (B' are homotopic maps, then ft* =  ft*.
Let ft: 65 X /  —> (B' be the homotopy. Let hf0,h[: CB —> ® X I  be

defined by hfQ(x) =  (#,0) and h[(x) =  (x,l).  Then hi =  ftft'- (i  =  0,1). 
By §31.13, it suffices to prove that ft'0* =  h[*. But, relative to the 
product complex K  X I  (see §19.1), h'Q and h[ have the common solid 
carrier Ea =  <r X I. We may therefore choose ft'0# =  fti#, and the 
desired result follows.

31.16. In the factorization (23), the map i  is cellular as well as 
proper while ft' and i' need not be cellular. Suppose the subdivision 
K i  of K  is chosen so fine that, for any vertex v of K\,  the image of the 
star of v lies in the star of some vertex vf of K[. As is well known (the 
simplicial approximation theorem), setting k(v) =  vf determines a 
unique simplicial map k: {K\,Lf) —> (K[,L[) such that k{x) lies in the 
closure of the smallest simplex containing ft(x). Then k ~  ft, and the 
minimal carrier of k is contained in that of ft'. The latter implies 
that ft# can be chosen to be the unique ft# (ft is cellular and proper). 
Then ft'* =  ft*.

If K [  is not K', then i' is not cellular; however its inverse i" is 
cellular, and i"* is the inverse of i f*. Then (24) becomes

We have proved:
Any  ft* can be factored into the form {2If!) where i,k and i" are proper 

cellular maps.
This result enables us to extend to the general ft* those of its proper­

ties proved when ft is proper and cellular.
31.17. The coboundary operator. Let (B be a bundle of coefficients 

over (K ,L ) and let i  and j  be the inclusion maps

ft* of (24).

(24') h* =  i*k*{i"*)-K

K  -> (K,L).

These maps are proper and cellular, so i j  and j# are unique. These



determine homomorphisms
j i  i*

(25) 0 ^ C q(K ,L ;® ) -* C q(K -,® )-^ C q(L;® )-^0.

Direct interpretations are as follows. Cq(K,L;(&) is the subgroup of 
Cq(K;CB) consisting of cochains which are zero on L; and j* is the inclu­
sion map. For any c in Cq(K;(B), i*c is the cochain of L obtained by 
restricting c to cells of L. The image of i* is 0(L;(B) since a function 
of cells of L  Can be extended to a function of cells of K  by assigning 
values to the cells of K  — L. It follows that the sequence (25) is exact. 

Consider now the diagram

j* p
0 —> Cq(K,L)(ft) - ^ C q(K)®>) —» C9(L;(B) - * 0

(26) |5  IS |S
j* i*

0 C«+1(A,L;«) -»  -»  0.

If c is in Z q(L\(B), i.e. 5c =  0, we choose an extension c' of c in Cq(K;(&). 
Then

i*bc' =  b W  =  be =  0.

Therefore bcf lies in Cq+1(K,L;(&). Since bbef =  0, bcf is a cocycle. If,
also, i*c" =  c. Then b(c' — c") =  be' — 5c", and c' — c" is zero on L.
Thus the cohomology class in H q+1(K,L;(&) of be' is independent of the 
extension c'. We obtain thus* a unique homomorphism Z q(L;CB) —>
H q+1(K,L;<$>). It is easily proved that it carries B q+X{L](&) into zero.
It thereby induces a homomorphism

(27) 5: H q(L;(&) —> JT«+1(K,L;(B), q =  0, 1, • • • .

31.18. The cohomology sequence. Associated with the bundle (B 
of coefficients over (K ,L ) is the infinite sequence of groups and 
homomorphisms

5 j* i*
(28) • • • —► H q- l(L](S*>) —> H q(K,L;&) H q(K)®>) —> H q{L)®>) —» • • •

It is called the cohomology sequence of (K,L) with coefficients in (B.
The cohomology sequence is exact.
As an example we shall prove exactness at the terms of the form 

H q(K,L](&)) the proofs for the other two cases are left to the reader. 
Let c be a (q — l)-cocycle of L representing c in H q~l(L'fB). To find 
5c, we choose an extension c' of c in Cq~l( K ;(B). By definition, 5c' 
in Z q(K,L)(&) represents 5c. Since j# is an inclusion, j#bc' =  be'



regarded as an element of Z q(K;(B). But 8c' is a coboundary. Hence 
8c' represents zero in H q(K;(B). Thus j*8c =  0, and we have proved 
that the kernel of j* contains the image of 5.

Now, let c in H q(K yL]C&) be such that j*c =  0. Let c in Z q(K,L](&) 
represent c. Then j*c =  c in Z q(K)(Y>) represents j*c =  0. Hence 
c =  8c' where c' e Cq~l{K\(Y>). Let C\ =  i h '. Then 8ci =  8ih' =  
i#8c' =  i fj*c =  0. Therefore Ci is a (q — l)-cocycle of L. If Ci is its 
class m H q~l(L](Y>), we have 8ci =  c. This proves that the kernel of j* is 
contained in the image of 8; and completes the proof of the exactness 
of (28) at the term H q(K,L ;($>).

31.19. Commutativity. Let be bundles of coefficients over 
(K,L), (K',L') respectively, and let A: (B —> (S'. Then h restricted to
(B|L is a bundle map hi: (B|L —> (B'|L'. We obtain the diagram

h*
H q+l( K ' , L H q+l(K,L;(&)

(29) tS |5
ht

H«(L’-,<$>') ->
We assert that

(30) h* 8 =  5hf.

In view of the definition (24), it suffices to prove (30) when A is a 
proper map. Let ft2 denote h regarded as a map of <B over K  into (B' 
over K f. Using the minimal carrier, we select an h§ satisfying (11) and
(12). Then we set A2# =  A# and Ai# =  A#|C3(L). Passing to the 
associated cochain maps, as in (15) and (16), we obtain the commuta­
tivity relations

Afj/# =  hfi'* =  i*h{.

Let c be a representative cocycle of c in H q(L')CB'). Extend c to c' in 
Cq(K';(B'). Then, by definition, h*8c' represents A*5c. Using (17), 
h#8c' =  8h{c'. But i%h\c' =  h{i'*c' =  hfc represents A*c. Therefore 
8h*c' represents 8h*c, and the proof is complete.

31.20. The 0-dimensional group. When If is a connected complex, 
the ordinary cohomology group H°(K;w) is isomorphic to 7r. This 
is not the case for B) when (B is not a product bundle. The 
structure of this group is obtained as follows. Since B °(K ;(B) =  0, we 
have

H°(K  ;(B) = Z \ K  ;(B).

We must interpret the condition for a 0-cochain c to be a cocycle. Let 
a be an edge with vertices A and B so that da =  B — A. We can sup­



pose that xa =  A. Then

8c(a) =  wb<tC(B) — c{A).

Thus, 8c(<t) =  Q is equivalent to the statem ent: c{B) translates along <r 
into c(A). Then 8c =  0 is equivalent to the statement: for any two 
vertices A  and B, translation along a curve in K 1 from B to A carries 
c(B) into c(A). Since any curve in K  from A  to B is homotopic to one 
in K 1, we may replace K 1 by K  in the statement. Then, translating 
c(A), say, to the various points of K  provides a uniquely defined cross- 
section of (B. It follows that the 0-cocycles are in 1-1 correspondence 
with the cross-sections of (B. Since the fibre t  is discrete, the cross- 
sections are in 1-1 correspondence with the elements of ir pointwise 
invariant under the operations of xOn(K)) on t . Thus, H°(K;(B) is 
isomorphic to the subgroup of t  pointwise invariant under

31.21. The ordinary homology and cohomology theory of com­
plexes has been extended to spaces other than complexes by two distinct 
methods: the Cech method based on coverings and their nerves, and 
the method based on singular simplexes. One would expect to find cor­
responding generalizations for homology and cohomology theory with 
coefficients in bundles. These do exist. We shall have no need of 
them in the sequel since our work is restricted to complexes. For a 
discussion of these matters see [87].

§32. T h e  Ob st r u c t io n  Cocycle

32.1. The proof of 8c(f) =  0. Let (B be a bundle over the cell com­
plex K  with a fibre Y  which is g-simple, let L  be a subcomplex of K,  and 
let /  be a cross-section of (B|L \ J  K q. According to §30.2, the groups 
Tg( Y x) form a bundle (B(irff) of coefficients over K.  Let c(/) be the 
obstruction cocycle of /  as defined in §§29.7-29.8. By §31.2, c(f) is a 
(q +  l)-cochain of K  mod L with coefficients in (B(7rg). To prove that 
it is a cocycle requires the use of a “homotopy addition theorem.” 
The latter relates the addition of spherical cycles to the addition of the 
corresponding elements of homotopy groups. It is used in the proof of 
the Hurewicz isomorphism (§15.10), and is a consequence of it. We 
avoid the addition theorem by assuming §15.10 and deriving the fol­
lowing consequence.

32.2. Lem m a. I f  1$ is (q — l)-connected (\29.1), then the natural 
homomorphism ttg( K q) —> H q( K 9) is an isomorphism, and H q( K q) coin­
cides with the group of q-cycles Z q(K); hence

TQm  «  z q(K).

The relation in(Kq) «  Ti(K), i  <  q} holds in any complex. (This 
follows quickly from the well-known homotopy approximation theorem:



If a complex of dimension ^ q is mapped into K , the map is homotopic 
to a map into K q, leaving fixed any points already mapped into K q.)

Since K  is (q — l)-connected, it follows that K q is (q — l)-con- 
nected. Then the Hurewicz theorem, §15.10, gives Tq( K q) «  H q( K q). 
Since Cq+i(K q) =  0, we have B q{ K q) =  0; hence H q( K q) =  Z q( K q) =  
Z q(K).

32.3. L e m m a . I f  K  is (q — l)-connected, and bundle (B over K  is 
equivalent to K  X Y, and if  f  is a cross-section defined over K q} then c(f) 
is a coboundary in K.

Let p' be the projection K  X Y  —> F, and let / '  =  p'/. In this 
case (B(?rfl) is a product bundle, and we may identify each wq(Y x) with 
7rg(Y). Then c(J,<r) is the element of irq(Y) represented by f f\cr. Let­
ting CP(K) denote the group of p-chains of K  with integer coefficients, 
we have the diagram

d f^
Cq+1(K) Z q(K) ± - * q{K«) -> irq(Y)

where ^ is the isomorphism of §32.2. Then, for any oriented (q +  1)- 
cell <r,

c ( M  =

Since C q-i(K )  is a free abelian group, the kernel of d : Cq( K ) —>
Cg_](K), namely Z q{K )) is a direct summand of Cq(K).  Therefore 
the homomorphism extends to a homomorphism

d: Cq( K ) - ^ i r q(Y).

As a function on the oriented g-cells of K } we have d e Cq(K;Trq(Y)). 
Then the relation c(f,a) =  d(da), and the general relation d(̂ cr) =  
(Sd) (<r) imply Sd =  c(f).

32.4. T h e o r e m . The obstruction cochain c(J) is a cocycle.
We must show that 5c(f) is zero on any (q +  2)-cell f. Let K f 

be the subcomplex consisting of f  and its faces. Let c' =  c(f)\K'. 
Then 5c' has the same value on f  as does 8c(f). If is (B|K', and if 
/ '  =  f \K 'q, then it is clear that c' =  c(f'). Now K ' is a cell; hence it is 
0q — l)-connected, and ©' =  K '  X Y. Then, by §32.3, c' =  5d is a 
coboundary. Since 55d =  0 for any cochain, we have 8c' =  0, and 
the theorem is proved.

32.5. Homotopies of cross-sections. If /  is a cross-section of the 
bundle (B =  {#,PjX,F,Cr}, a homotopy of /  is a map F: X  X I  —> B 
such that pF(x,t) =  £ for all t and F(x,0) =  /(x). If we define /*: X  
—> B by f t{x) =  F(x,t), then ft is a cross-section. We call F a homotopy 
of / 0 into / i ; and / 0 and / i  are said to be homotopic.



32.6. Lem m a. Let (B be a bundle over K , and let f 0,fi be homotopic 
cross-sections of (B|L U  K q. Then c(f0) =  c (/i) .

For any (q +  l)-cell <7 , the homotopy / 0 ^ / i  induces a homotopy 
/o |6 r ~ /1|o- in B a. Therefore they determine the same element of 
7r q( B a) ; hence, by §29.6, the same element of 7̂ .

32.7. Invariance of c(J) under mappings.
L em m a. Let (B,(B; be bundles over complexes»{KyL) , (K',Lr) respec­

tively, and let h: (B —> (B' be a bundle map which induces a proper cellular
map h: (K ,L ) —> (K',L'). Let k: (B(7rg) —> (B'(7rg) be the induced map
of the coefficient bundles (§30.5), and let

h*: C3+1 (K f,L';(B'(wq)) -> Cq+l(K,L;iB(t,))

denote the unique cochain homomorphism induced by k (§31.8). Let / '  be 
a cross-section of (B'|U  KJ K ' q, and let f  be the cross-section of (&\L\J K q 
induced by f  and h (§2.11). Then

c(f) =  h h ( f ) .

We must prove that the two sides have the same value on any 
(q +  l)-cell <7 of K.  S in ce /is induced by h, the statement to be proved 
is a commutativity relation. It is a consequence of a rather large num­
ber of trivial commutativity relations. Let E„ be the minimal carrier 
of <7 , B 3 its g-skeleton, and r a (q +  l)-cell of Ea. We obtain the 
diagram

d ^ /a*
Cq+i((r) —» Z q(a) =  H q(&) <—7r q(&) —> Tq(Y ff)

>î # \,h* J \,h\* \± a
d V  /*  i*

Cg+1(B,) -  Zg(B 3,) =  t f g(B 3)  ̂rcg.(Ef) -> ifq(Bff) < -T q(Yo)

T*# T&# tfc* Tfc* Ti* ^
d fi*

Cq+i(r) —> Z q(r) = H q(j) < 7rg(r) -> 7rg(F T)

We have denoted by B' the part of B ' over B,. The fibre of (B over is 
F ff, Yo is the fibre of (B' over h(xff), and FT is the fibre over xT. Restrict­
ing h to the domain Ya and range B' gives hi. The maps i, j  and k are 
inclusions, hff is induced by hx<T: F ff —» F 0, and wT is induced by trans­
lating Ft along a curve in Ea to F 0.

Observe first that commutativity holds in each square and triangle 
of the diagram. This is trivial for the six squares on the left and the 
upper right triangle. Since /* ~/\& ,  and hf =  f'h, we obtain hif* ~  
fh\<r. This implies commutativity in the upper right square. The



same for the lower right square follows from Since trans­
lation of YT along a curve of Eff keeps Yr in B commutativity holds 
in the lower right triangle.

The fact that yf/ and are isomorphisms has already been used 
in defining c(f) and c ( f) .  Perhaps the only non-trivial point of this 
proof is that \[/' is an isomorphism onto. This follows from §32.2 and 
the assumption that Ea is solid. Thus, we may reverse the arrows of 
\f/, and commutativity still holds.

In the two triangles on the right, all maps are isomorphisms onto. 
This follows since the contractibility of E„ implies that Bra can be 
contracted into Y 0.

By definition,
C (f  ,r) =  f r * r ~ ldT.

Applying the definition (§31.4) of the Kronecker index in Ea,

c(f)-r  =  wTfi*V r ldr.

Identifying Cq+i(r) with a subgroup of Cq+i(Ev) under fc#, and using 
commutativity in the lower half of the diagram, we obtain

c(/')*T =  'dr.

Since both sides are additive, the last relation holds with r replaced 
by any chain in Cq+i(Ea), in particular, by h#<x. It follows, from §31.7, 
that

h#c(f)(a) =  ^ W ) * M  = K ' H W d h p .

Using commutativity in the upper half of the diagram, the right side of 
the last equation reduces to j**^_1dcr. But this is the definition of 
c(/,<r); and the proof is complete.

§33. T h e  D iffer en c e  Coch ain

33.1. M otivation. Recall that the obstruction cocycle c(f) is met 
after a stepwise extension to L U  K q of a cross-section given on L. We 
will show that an alteration of the extension over the g-cells alters c(f) 
by a coboundary. For this purpose we must introduce the difference 
cochain associated with two different extensions over the #-cells. Now  
two maps jo,/i of a g-cell r which agree on f  determine, in a natural way, 
a map of a g-sphere, and this, in turn, determines an element d(/o,/i,r) 
of TTq(YT). In this way we obtain a cochain d(joji) in Cq(K )L;(^(irq)). 
If we were to adopt this direct and intuitive definition of the difference 
cochain, we would be required to give it a formal treatment as extensive 
as that of c(/). Fortunately d (/0,/i) is essentially an obstruction 
cochain on the product complex K  X I. We shall use this fact to



define d, and then its properties will follow quickly from those of c(f). 
The cost of this procedure is that we must digress to consider the prod­
uct complex and cross-products of cochains.

33.2. Products of chains and cochains. As in §19.1, the product 
K  X K i  of two cell complexes is a cell complex whose cells are the 
products or X r of cells of K  and Using ordinary chains with 
integer coefficients, we have the well-known result that, for all p and q, 
there exists a bilinear pairing of CP(K ) and Cq(Ki) to Cp+q(K  X Ki),  
denoted by X, with the following properties: if a and r are oriented
cells, then a X r is an orientation of their product cell, and

(1) d(a X t) =  da X t +  ( — l ) p(T X dr, p — dim a.

We wish to extend this result to cochains with coefficients in 
bundles. Because of the limited application wTe will not consider the 
most general situation. We shall suppose that the bundle (B' of coeffi­
cients over K  X K i  is the one induced by the projection K  X K i  —> K  
and a bundle (B of coefficients over K.  The coefficients for K i  will be 
ordinary integers, denoted by J. The reference point for a X t will 
be the point (xa,yT). Then the coefficient group t<tXt is naturally iso­
morphic to 7r<r under the projection (B' —> (B. The pairing of wa and J  
to 7r0-Xt is the ordinary multiplication of a group element by an integer 
followed by the inverse of the isomorphism TraXj ~  Trff. Then, if

u e CP(K;CB), v e Cq(Ki]J),

we define u X v e Cp+q(K  X K̂ )(Y>f) by setting u X v — 0 on all cells 
<r X r unless dim a =  p and dim t =  q, in which case

(2) u X v{d X  t) =  u(a)v(r).

It is easily seen that u X v is bilinear. If we agree that u(a) =  0 when­
ever dim a ^  dim u , then (2) defines w X ^ o n  any product cell.

It is important to prove the analog of (1):

(3) h{u X v) — 8u X  v +  ( —1 )pu X dv.

We must evaluate both sides of (3) on a product cell a X  r. This cell 
and its faces form a simply-connected subcomplex of K  X K \  which is 
the product of the analogous subcomplexes for a and r. This reduces 
the proof to the case of simple coefficients. For any cochain w and cell 
f, we have the basic relation (5w)(£) =  w(d£). Using this repeatedly, 
we have



(8(u X v))(<r X t) =  u X v(d(ar X  r))
=  u X v(da X t +  ( — l ) rcr X dr), r = dim a
= u(dcr)v(r) +  ( —1 )ru(<?)v(dT)
= 8u (o) v{t) +  ( — l ) ru(a)8v (r)
=  (8u X v)(cr X r) +  ( —1)"(^ X 8v)(cr X  r).

The last term is zero unless dim u =  dim cr; 'hence replacing ( — l ) r by 
( — l ) p leaves it unaltered. Then (3) follows.

33.3. The complex X X L  Let (B be a bundle over (X,L). For 
convenience of notation, let

©□ =  ( B X J ,  P = Z X I ,
=  (X X  0) U  (L X / )  U  (X  X 1).

We regard I  as a complex composed of two 0-cells 0 and 1 and the 
1-cell I. We also let 0,1 stand for the generating 0-cochains of C°(I) 
(integer coefficients); and I  will denote a generator of Cl{I) chosen so 
that

(4 ) 50 =  - J ,  81 =  I .

If d e Cp(X,L;(B(7rfl)), it is readily checked that d X I  is zero on 
L D. Hence

d X  I 8 C ^ D^ D; « DW ) .

Since r —» r X /  is a 1-1 correspondence between the p-cells of K  — L  
and the (p +  l)-cells of K n — L D, it follows that d —> d X I  is an 
isomorphism

(5) 0(X ,L;(B(tt,)) «  C*+^Xn,Ln ;(Bn (ir«)).

Since 5/ =  0, (3) implies that the isomorphisms (5) commute with 8:

( 6 )  8(d X I )  =  8d X L  

Therefore (5) induces

(7) Tq)) «  H*+'(KnjLn & n(Tq)).

33.4. Definition. Let / 0,/i be cross-sections of the part of (B over 
L U X 9, let /o =  / i  on L, and let k be a homotopy (as in §32.5)

/o|L U  X 9-1 ~  fi\L U  X 9-1 relative to L.

The associated cross-section F of the part of (Ba (=  (B X I) over 
L D U  X D9 is defined by

F(xfl) =  (/o(x),0), F (* ,l) =  (fi(*),l),
w  F(x,Z) =  (k(z,t),t) for x e L U  X 9' 1, * e L



Then an obstruction cocycle

c(F) e C«+l( K n,L X /;(Bn(7Tg))

is defined. It coincides with c(/0) X 0 on K  X 0 and with c(/i) X 1 
on i f  X 1. Hence

<F) -  c(f0) X 0 -  c(f,) X I  e

Using the isomorphism (5), we define the deformation cochain

d (/0,fc,/i) 8 C2(K,L;(B(x,))
by

(9) d(foA/i) X /  = ( — c(f)  -  c(/0) X O -  c(A) X I} .

W henever/0 = / i o n L U  and &(#,£) =  / 0(x) for all we abbrevi­
ate d(fo,k,fi) by d(fo,fi) and call it the difference cochain.

33.5. The coboundary formula.
T h e o r e m . Under the hypotheses of §33.4,

&d(f0,k ji)  =  c(fo) -  c(/i).

If we apply 8 to both sides of (9), use (6), (3), (4), and the fact that 
c(F), c(/0), c(/i) are cocycles (§32.7), we obtain

(8d(f0,k,f1)) X I  =  c(/0) X I  -  c(/i) X L

Since the operation u —> u X /  is an isomorphism of cochains (see (5)), 
the theorem follows.

33.6. Invariance under mappings.
T h e o r e m . Let fo,k,fi he as in §33.4. Let h: (B' —» (B induce a

proper cellular map h: (K',U) —» (i£,L), and let fo,f'i,k' he the cross-
sections and homotopy induced hy h and fo,fi,k. Then

h * d { f M )  =  d(/;,fc',/o.

The proof is entirely mechanical so we only sketch its outline. 
Define h n : (B'113—>(BD by h n(h'yt) =  (h(h')yt). Then verify that
(i) h n#(d X I) =  {h*d) X I, and (ii) the cross-section F' associated 
with fojk'J^ is induced *by h D and F. Now apply h n# to both sides 
of (9) and use §32.7 to provide h D*c(F) =  c(F'), and

h a #(c(fi) X i )  =  (h * c m  X i  =  c(f') X i ,  i =  0,1.

This gives (A#d(/o,fc,/i)) X I  =  d(f0,k',f[) X  I, and this, in view of (5), 
proves the theorem.
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33.7. The addition formula.
T h e o r e m . Let /o,/i,/2 be cross-sections defined on L K J K q which 

coincide onL. Letfi =  fi\L K q~l (i =  0,1,2). Let k,k' be homotopies

k: fo kf: f[ ~ f ' 2, relative to L,

and let k": f 0 ^ / 2 rel. L  be their composition (i.e./c " (x,t) — k{x,2t) for 
0 ^ t ^  1/2, k"{x,t) =  k'(x,2t — 1) for 1/2 ^  t ^  1). Then

d(fo,k",f2) =  d(U,k,ff) +  d{fhk’,f2).

To prove that the two sides coincide on a g-cell r, it suffices to 
restrict attention to the subcomplex consisting of r and its faces. If 
§33.6 is applied to the inclusion map of this subcomplex, we thereby 
reduce the proof to the case where K  consists of a g-cell r and its 
faces. Then <B =  X  X Y, (BD =  K  X 7 X Y, and we have projec­
tions pf: (B —> Y and pr D: (B n —> Y. The coefficient bundles are
product bundles, and all coefficient groups may be identified with irq(Y) 
under these projections.

Let Fo be the cross-section associated with/0,fc,/i; F i with/i,fc',/2; and 
F with/o,fc",/2. Let 7' denote the complex obtained by dividing I  into 
two subintervals 70 =  [0,1/2] and I i  =  [1/2,1]. Extend F  to a cross- 
section F f over (K  X I ') q by setting F f(x,\/2) =  (fi(x),l/2). Let

(r =  r X I, (To =  t X loj 0”i =  r X 7i.

Then the chain <r0 +  <ri is the subdivision of a. Hence dao +  do-j is the 
subdivision of d<r. Applying §32.2, it follows that da represents in 
7Tg((K X I ') q) the sum of the elements represented by d<r0 and dai. 
Taking images under p' uF r, we obtain

c{F,a) =  c{Ff,a o) +  c(F',(n).

Defining g : ( B X l o - ^ ( B X l b y  g(b,t) =  (b,2t), then gF' =  Fog, and
this implies c{F',ao) =  c(F0,<r). Similarly c(F',<n) =  c(Fi,a). Therefore

(10) c(F,<r) =5= c(Fo,<t) +  c(Fh<r).

Since /< (i =  0,1,2) is defined on all of K , c(jV) =  0. The theorem 
follows now from (10), (9) and the isomorphism (5).

33.8. Lem m a. We have d(f0,k,fi) =  0 if and only if k can be extended 
to a homotopy

fo\L \ J K q ~  M L U  K*.

Now d =  0 if and only if c{F) is zero on each r X I ;  and this occurs 
if and only if F  is extendable over each r X 7. But the latter is 
equivalent to the extendability of k.



33.9. L em m a. I f  f 0 is a cross-section of the part of (B over LVJ K q, 
and

d e Cq(K,L;(&(wq)),

then fo\L VJ K q~l may be extended to a cross-section fi  defined on LVJ K q 
such that

d(fo,fi) =  d.

For each g-cell r, we shall extend / 0|f to a cross-section fi  over r so 
that the value of d(/o,/i) on r is d(r). This reduces the proof to the case 
where K  consists of a g-cell r and its faces. We may therefore suppose 
that (B = K  X F, and (BD =  K  X I  X Y. Let p'\ (Ba  —> F be the 
natural projection. Define

F(x)0 )  = (/o 0 * 0 ,0 ) for x er ; F(x,t) =  (fo(x),t) ion x er .

Then F is defined o n i7 = r X 0 U r X / .  Let g : (r X /) '  —> Y  repre­
sent ( — I )9+1 d (j) e 7rq(Y). Since E  is a g-cell, there exists a homotopy 
k of g\E into p'F (shrinking E  to a point deforms both maps into con­
stant maps, and the two resulting image points can be connected by a 
curve in F, for F is g-simple). By §16.2, the homotopy k\(r X  1)’ can 
be extended to a homotopy of r X 1. Then g is homotopic to a map 
gi such that gx\E = p'F; and gx represents ( — l ) q+1 d{r). Using the 
representation (B = K  X  F, define f x(x) = (x,gi(x,l)). It follows 
immediately that d (/0,/i)(r) = d{r).

§34. E x t e n s io n  a n d  D e f o r m a t io n  T h e o r e m s

34.1. Extensions of cross-sections. We put together now the re­
sults of the preceding articles. It is assumed that (B is a bundle over 
the cell complex K , L is a subcomplex, and F is g-simple.

34.2. T h e o r e m . Let f  be a cross-section of (B|L VJ K 5_1, and let f  
be extendable over L VJ K q. Then the set }c(/')} of (q +  I)-dimensional 
obstruction cocycles of all such extensions f  of f  forms a single coho­
mology class

c(f) e H q+'(K,L;(B(tt*));

and f  is extendable over LVJ K q+1 if  and only if  c(f) =  0.
Let Jo, fi be two extensions of /  over L V J K q. Then §33.5 gives 

Sd(fojfi) — c(fo) — c(fi); hence c(/0) and c(/i) belong to the same coho­
mology class.

Let /o be an extension of /  over LVJ K q, and c a cocycle in the coho­
mology class of c(/o). Then there is a g-cochain d such that 5d =  c(/o) 
— c. By §33.9, there is an extension f i  of /  over L VJ K q such that 
d(fo,fi) =  d. It follows from §33.5, that c(fx) =  c.



If /  is extendable over L \ J  K q+1 and f  is such an extension, then 
/o =  f \ L  U  K q is extendable over L  U  K 9+l, so c(/0) =  0, and c(f) =  0.

If c(f) is zero, the part already proved provides an extension/' over 
L KJ.Kq such that c(/') =  0. Then /'  is extendable over L y j  K q+1. 
This completes the proof.

34.3. C o r o l l a r y . I f  f  is a cross-section of (B|L \J  K q, then f\L U  
K 3-1 is extendable over L \J  K q+1 if  and only if  c(f) is a coboundary in 
K - L .

34.4. C o r o l l a r y . I f  (B is a bundle over (K ,L ) and, for each q =  1, 
dim (K  — L), F (g — 1)-simple and H q(K,L;C%(wq-i))  =  0,

then any cross-section f  of (B|L can 6c extended to a full cross-section of (B. 
In particular, if H q(K;(&(7rg_i)) = 0 for q =  1, 2, * • • , dim I?, i/icn (B 
/ias a cross-section.

If /  is extendable to LVJ K q, the assumption H q+l =  0 and the pre­
ceding corollary imply that /  is extendable to L  VJ K q+1. The result 
follows by induction.

34.5. Homotopies of cross-sections. Suppose now that / 0,/i  are 
two cross-sections of (B, and f 0\L =  fi\L. And let the problem be to 
construct a homotopy

k : /o ^  /i, relative L  (see §32.5).

Defining (Bn, I f D and L D as in §33.3, and setting

f(z,0) =  (f0(x),0), f(x, 1) =  (fi(x),0),
f(x,t) =  (fo(x),t) for x eL , t e I,

we obtain a cross-section of (B0 !!/0 . If the homotopy k exists, 
then f(x ,t)  =  (k{x,t),t) is an extension of /  to a full cross-section. 
Conversely if / '  is such an extension of /, the x-coordinate, k{x,t), of 
f'(x,t) is the required homotopy. Thus//ic homotopy problem is equiva­
lent to an extension problem. Using this equivalence, the preceding 
results of this article yield the following three propositions concerning 
the homotopy problem. The proofs are omitted since they are obvious 
formal translations. We note that, if

k: fo\L \J  K 9- 1 ~  fi\L y j  K q relative L
j

then d(fo,k,fi) is a cocycle; for, by §33.5, 5d =  c(/0) — c(/i) and both 
obstructions are zero since /o,/i are full cross-sections.

34.6. T h e o r e m . Letfo ji  be two cross-sections of (B which coincide on 
L , and let kbe a homotopy

k: f 0\L U  K s-2 ~  fi\L y j  K q~2 relative L



which is extendable to a homotopy

k': fo\L U  K q~' ~  fi\L  VJ K * -1 relative L.

Then the set {d(fo,kf,fi)\ of deformation cocycles of all such extensions
k' forms a single cohomology class

dOo,k,fi) e H«(K,L;(S,(jr4)),

and k is extendable to a homotopy

fo\L -  fx\L U  K q relative L

if and only if  d(f0,k,fi) =  0.
34.7. C o r o l l a r y . I f  k is a homotopy

k: fo\L U  K<~i ~  f \ L  \J  K q~l relative L ,

fc|(L U  i f 5-2) X /  is extendable to a homotopy f 0\L U  K q ̂ / i |L  VJ
2?5 if  and only if  d(fo,k,fi) is a coboundary in K  — L.

34.8. T h e o r e m . I f  (B is a bundle over (K ,L ), and, for each q = 0, 
1, • • • , dim (K  — L ) , Y  is q-simple and H q(K,L;(B(tt5)) =  0, then any 
two cross-sections of (B, equal on L, are homotopic relative to L.

34.9. Extension of a homotopy. We prove now a homotopy exten­
sion theorem which will provide a reinterpretation of these results.

T h e o r e m . Let (B be a bundle over (K ,L ), f  a cross-section of (B, and 
F': L  X I  —> B a homotopy o f f  =  f\L. Then Ff can be extended to a 
homotopy F: K  X /  —> B of f.

We order the cells of K  — L  in a finite sequence so that no cell 
precedes any of its faces. The extension of F' to F is carried out a cell 
at a time in the prescribed order. For the extension over a particular 
cell o’, we need use only the part of (B over a. In this way we reduce the 
proof to the case where K  is a g-cell <r and its faces, and L  is the collec­
tion of proper faces of <r. Choose, then, a product representation

4>: a X Y  —> (B, p': B - ^ Y

with the usual properties. Define

h: (<r X 0) U  (ir X I ) -> Y
by

h(x t) -  ( x 8 *>
K , ) ~ \ v 'Kx), x z a , t  =  0.

According to §16.2, there is a retraction r of <r X /  into a X 0 U  <r X I.
Define

F(x,t) =  <j>(x,hr(x,t)).

Then F is the desired extension of F \



34.10. T h e o r e m .  Let foffi be two cross-sections of (B which coincide 
on L^J  A>_1, then there exists a homotopy

F: f 0 /[, relative L U  K q~2,
such that

f[ =  h  on LKJ K q

if and only if the difference cocycle d(/oJi) is a coboundary in K  — L.
Taking k(x,t) =  f 0(x) for x e L KJ K q~l, then §34.7 states that there 

exists a homotopy
k': fo\L U  K q ~  /i|L  KJ K q relative L \J  K q~2

if and only if d(f0,fi) is a coboundary. If kf exists, then §34.9 provides 
the extension F. If F exists, then F\(L VJ K q) X I  is a homotopy k'. 
Thus k' exists if and only if F exists.

§35. T h e  P rim a r y  Ob st r u c t io n  a n d  t h e  Ch aracteristic  
Co h o m o l o g y  Class

35.1. Assumption on the dim ension q. The result of §34 on the
obstruction to an extension can be summarized as follows. If, in the 
stepwise process of extending a cross-section, we meet with a non-zero 
obstruction c(/), then it is a cocycle, and it may be varied within its 
cohomology class by altering the choice of the extension at the last 
step. If the class of c(f) is zero, the alteration of the last step can be 
chosen so that the next step of the extension is possible.

The weakness of this result is only too apparefit if one asks the 
question: Suppose the class of c(f) is not zero, can one alter the choice 
of the extension over the last two steps so as to make the next step of 
the extension possible ? If not, what can be accomplished by redefining 
over three steps, etc. ? A few special results have been achieved in this 
direction. A redefinition over two stages can alter the cohomology 
class of c(/), usually by some kind of “ product ” of lower dimensional 
classes (see [89]). The general problem is highly interesting and much 
research remains to be done. (See App. sect. 11.)

There is a special case however where the results of article 34 
are fully satisfactory. We turn to this now.

Throughout this article we shall let q denote the least integer such that
TTq(Y) ?£ 0 .

We continue the convention that 7r0(F) is the reduced 0th homology 
group with integer coefficients (in the singular sense). Thus q =  0 is 
possible. If q >  0, then Y  is arcwise connected, and the condition 
ttq yA 0 is independent of the base point. If q =  1, we assume that ti 
is abelian. If q >  1, then wi =  0. Thus, in all cases, Y  is g-simple.



It is to be noted that q and wq are effectively computable, at least for 
triangulable spaces Y; for, by the Hurewicz theorem 15.10, q is the 
dimension of the first non-vanishing homology group, and 7rq(Y) «  
H q(Y).

35.2. L e m m a . Any cross-section f  of (BiL is extendable to a cross- 
section of (B|L U  K q. I f  f  1,f 2 are any two such extensions then c(fi) — 
c(f2) is<M coboundary in K  — L .

Since Y  is (g — l)-connected, the first statement follows from §29.2. 
If we apply §34.8 to (B|L VJ we obtain a homotopy

k: fi\L  U  K q~l ~  f 2\L \J  K * -1 relative L.

Then d(fi,k}f 2) is defined and by §33.5 its coboundary is c(fi) — c(f2).

In view of the lemma, we can state:
35.3. Definition. If (B is a bundle over (K ,L ), q is the least integer 

such that 7rq(Y) 9  ̂ 0, and /  is a cross-section of CB|L, then the coho­
mology class of the obstruction c(/'), where f  is any extension of /  
over L  VJ K q, is called the primary obstruction to the extension of /. It 
is denoted by c(f) and is an element of H 5+1(i?,L;(B(7rg)). In the spe­
cial case that L is vacuous, the cohomology class of c ( f )  is denoted by 
c((B) and is called the characteristic cohomology class of (B. It is the 
primary obstruction to the construction of a cross-section.

35.4. The vanishing of c(f).
T h e o r e m . The primary obstruction c(f) is an invariant of the 

homotopy class of f. Its vanishing is a necessary and sufficient condition 
for f  to be extendable over L \J  K q+l.

Let / '  be an extension of /  to L  VJ K q, and let a homotopy /  ~ / i  
be given. By §34.9, the homotopy is extendable to / '  f[. Then, by
§32.4, c ( f )  =  c(f[). Hence c(f) =  c(/i), and the first assertion is 
proved.

If /  is extendable over L U K 9+1 and / '  is such an extension, then, 
by §29.8, c(f \L  U  K q) =  0. Hence c(f) =  0. Conversely, if c(f) =  
0, and f  is an extension of /  to L  U  K q, then c ( f )  is a coboundary in 
K  — L, and, by §34.3, f  \L U  K q~l is extendable over L \ J  K q+1.

35.5. C o r o l l a r y . The vanishing of c((B) is a necessary and 
sufficient condition for the existence of a cross-section over K q+l.

35.6. Invariance under mappings.
L e m m a . Let be bundles over X ,X ', respectively, let h0, hi be 

homotopic maps (B—> (B', and let f  be a cross-section of (B'. Then the 
cross-sections fo j i  of (B, induced by h0jf  and h i j f respectively, are homotopic.

Let h: (B X /  —> (B' be a homotopy of hQ into hi. Let /  be the



cross-section of (B X I  induced by h,ff. Then /  has the form f{x,t) =  
(k(x,t),t), and k is the required homotopy.

35.7. T h e o r e m . Let (B,(B' be bundles over (K ,L ), (K',L') respec­
tively, let h: (B —» (B' induce a map h: (K ,L ) —> (i£',Z/)> a^d ZeZ

fe*: -»  H ^ ( K }L;^(irq))

be the induced homomorphism of cohomology groups. Let f  be a cross- 
section of (B'jl/, and f  the induced cross-section of (B|L. TTien-

A W  =  *(/)•

By §31.16, h is homotopic to a map which can be factored into the 
form (24') of §31.16. By §35.6, this a lte r s /b y  a homotopy, and, by 
§35.4, c(f) is unchanged. Since h* is unchanged by a homotopy 
(§31.15), we can suppose that h itself factors into i"~lki. Now i"* is 
an isomorphism (§31.9). If we can show that i"* carries the primary 
obstruction into itself, the same will hold for (i"*)_1. Thus, it suffices 
to prove the theorem in the special case that h is a proper cellular map.

Choose an extension of / '  to a cross-section f[ of (B'|L r \J  K q. 
Since h is cellular, /(  and h induce a cross-section/i of (B|Z# U  K q which 
extends/. Then c(f[), c(/i) are cocycles representing c{f) ,c(f)  respec­
tively. By §32.7, h*c{f^) = c(f i); and the theorem is proved.

35.8. C o r o l l a r y . If, in. §85.7, h induces a homeomorphism of 
(K,L) onto (K',L '), Z/ien the conclusion asserts the topological invariance 
of the primary obstruction. In particular, if  (K ,L ), {K r,L') are two 
cellular decompositions of the same space and subspace, (B =  (B' and h =

identity, iZ jollows that c(f) is independent of the choice of the cell 
complex used to compute it.

35.9. The generalized c(/). There is a useful generalization of the 
primary obstruction. Let us replace the assumption 7r;(F) = ;0 fo r i <  
q by the following weaker conditions on Y  and (K ,L ) jointly:

(1) Y  is t-simple for i  =  1, • • • , q — 1.
(2) H i+1(K,L](S>(Ti)) =  0 for i  =  0, 1, • • • , q — 1.
(3) WiKjLffi^TTi)) = 0  for i =  0, 1, • • • , q — 1.

(It is understood that H° is the reduced cohomology group.)
In the development of the primary obstruction, the only place, 

where the assumption Ti(Y) =  0 for i  <  q was used, occurred in the 
proof of §35.2. It was used once to obtain an extension of the cross 
section /  over L  to L KJ K q. But §34.4 states that (1) and (2) insure 
this. The assumption was used again to obtain a homotopy connecting 
two such extensions restricted to LXJ K q-1. The homotopy was 
provided by §34.8. But (1) and (3) are the hypotheses of §34.8. The



assumption was not used again except, possibly, for a tacit use in 
§35.6 where h : CB —> CB' implies h*c(f) =  c(f). But here we would
require that (1), (2) and (3) hold for both (K jL ) and (K',Lr). Thus we 
have

35.10. T h e o r e m . All of the preceding theorems of \S5 hold if  the 
restriction t ;(F) =  0 for i  <  q is replaced by the weaker condition (1) 
above, and only such bundles (B over (K,L ) are considered as satisfy con­
ditions (2) and (3) above.

There are important special cases wljere the weaker conditions 
hold. Thus (1) holds if Y  is a group (e.g. for principal bundles), or if 
7n(F) =  0. Conditions (2) and (3) will hold if K  is a (q +  l)-sphere 
and L  =  0.

35.11. Bundles over spheres. Let (B be a bundle over the (q +  1)-
sphere S, and let Y  be g-simple. Then c((B) in H q+1(S]irg(Y)) is 
defined. We suppose that q >  0 so that (B(7rg) is a product bundle. 
Then, also, we can form the Kronecker index of c((B) with each 
homology class (integer coefficients, see §31.4) and obtain a homo­
morphism H q+i(S) —> Tq(Yo) where F 0 is the fibre over x0 e S. Defin­
ing A as in §17.3 and letting \j/ be the Hurewicz isomorphism (§15.10) 
we have the diagram

iOS)
(4) $ f  \  c ((B)

A
7Tg+i(/S) —> Wq(Yo).

35.12. T h e o r e m . Under the above hypotheses, we have

c((B)* (̂o:) =  — Aa, a 8 tt3+i(/S).

Let K  be cellular decomposition of S  whose (q +  l)-cells consist 
of the two hemispheres E i,E2 into which S  is divided by a great 
g-sphere S'. We suppose x0 e S'. Orient E hE 2 so that

(5) dE\ =  —dJE<i.

Then E i +  E 2 is a cycle representing a generator u of H q+i(S). It 
suffices to prove the theorem for the generator a =  ^~lu. Let /  be a 
cross-section of (B|E 2, and let / '  =  f\S'. Then c ( f )  is a cocycle repre­
senting c((B), and

(6) c(f',E2) =  0

since f  is extendable over E 2.
Choose a homotopy k shrinking E i over itself into x0j and then 

extend k to a homotopy of S  (see §16.2). Then k deforms the identity



into a map gi which maps (E2,S') on (S,x0) with degree 1. Hence 
gi\(E2,S') represents a .  Cover fc by a homotopy fc' of /  into a map 
fi\  (E 2,S') —> (B ,Y 0). Since p/j =  gi, it follows th a t/i |S ' represents 
Aq: when S' is oriented so as to be positively incident to E 2. On the 
other hand fc'|S' deforms / '  over B\Ei into fi\S'. Then, by definition, 
fi\S' represents c(f',Ei) when S' is oriented so as to be positively 
incident to E x. So, by (5),

(7) c U W  =  —Aa.

Combining (6) and (7) gives

c(f')-(Ei +  E t) =  -A a ,

and the theorem is proved.

§36. T h e  P rim a r y  D iffer en c e  of Tw o  Cr o s s - se c t io n s

36.1. Assumption on the dim ension q. We consider again the 
problem of the homotopy classification of cross-sections. Let (B be a 
bundle over (K,L), and let /o,/i be cross-sections of (B which coincide 
on L. The problem is to construct a homotopy fo ^ / i  relative to L. 
As shown in §34.5, this is equivalent to an extension problem in (BD =  
( B X I .  We make the same assumption as in §35, namely, q is the least 
integer such that irq(Y) ^  0. Then the results of §35 on the extension 
problem yield corresponding results for the homotopy problem. We 
state these now. The proofs of the first few propositions are omitted 
since they are entirely mechanical.

36.2. L em m a . I f  fo,fi are two cross-sections of (B which coincide on L , 
then there exists a homotopy

fc; f 0\L VJ K * -1 ~  fi\L \J  K * -1 relative L.

II  fc,fc' are two such homotopies, then d(fo,k,fi) — d(fo,k',fi) is a cobound­
ary in K  — L.

36.3. Definition. The conclusion of the preceding lemma asserts 
that the cohomology class of d (/0,fc,/i) depends only on / 0,/i. This 
class, denoted by

d{U ,U )zH «{K ,L -M *q))

is called the primary difference of / 0 and /i.
36.4. The vanishing of <2(/o,/i).
T h e o r e m . The primary difference d ( /o , / i )  is an invariant of the 

homotopy classes relative to L of / 0 and fi. Its vanishing is a necessary 
and sufficient condition for

fo\LVJK«  ~  U\LKJK* relative L.



Using §34.10, we can restate the last proposition:
36.5 C o r o l l a r y . The vanishing of d ( /o , / i )  is a necessary and 

sufficient condition for the existence of a homotopy f 0 c^f[ relative L  
such that f[ =  f i  on L \J  K q.

36.6. The addition formula.
T h e o r e m . L e tfo j i jz  be three cross-sections of (B which coincide on L ,  

then
d ( h h )  =  d(f0,/i) +  d(fhf 2)-

This follows directly from §33.7.
36.7. The coboundary formula.
T h e o r e m . Let / 0, / i  be two cross-sections of (B|L. Then d ( /o , / i )  is 

defined and is in H q (.L;(B (ir q)). Under the coboundary operator

8: H q(L;(&(irq)) H q+1(K,L;(R(7rq)) (see §31.6),
we have

S 3 ( f o J O  =  c ( /o )  -  5 ( f d .

By §35.2, we can choose extensions f 0,f[ of / 0,/i over L \ J  K q. 
Applying §36.2 (with L =  0) we obtain a homotopy

k': f'0\K q- 1 ~  f [ \K q- \

Now apply §33.5 (with L — 0) and we obtain

(1) M / M )  =  c(f') -  c(f[).

Let k denote the homotopy kf restricted to L q~x. By definition, 
d(f0,k,fi) is a cocycle in the class d(f0,fi). Furthermore, d(f0,k',f[) is an 
extension of d(f0,k ji)  to a cochain of K.  Hence 8d{f^k'J,f) is a cocycle 
in the class 8d(f0Ji). Since c(/') (i =  0,1) is a cocycle in the class c(/;), 
the theorem follows from (1) above.

36.8. Invariance under mappings.
L e m m a . Let f 0,fi be cross-sections of (B which coincide on L. Define 

(BD ( = ( B X / ) ,  K u and L °  as in §33.8. Let the cross-section F of the 
part of (Bn over L u be given by

F(x,0) =  (/oO),0), F(x,l) =  (Ji(x),l), F(x,t) =  (J0(x),t) (or x z L .

Then, under the isomorphism (7) of §33.3, we have

d(fo,ffi) X / =  ( - 1 ) ^ 6 ? ) .

Using a homotopy k given by §36.2, and noting that c(/0) =  c(/i) 
=  0, the result follows from (9) of §33.4.

36.9. T h e o r e m . Let h: (B —> CB' induce a map h: (K ,L ) —» 
(K',L'). Let / o , / (  be cross-sections of (B' which agree on L r; and let / 0, / i



be the cross-sections of (B induced by h. Then

=  d(/„,/i).

Construct F as in §36.8. In a similar way, construct the cross- 
section Ff of (B'n |L '° Define h n : (&a -> (B'D by h n (b,t) =  (h(b),t).
It is obvious that F is induced by Ff and h°.  By §35.7, we have 
h n *c(F') =  c(F). The conclusion of §36.8 provides

(1) X / ) =  d(Jo,h) X I.

If we can show that

(2) h n *(d X I )  =  (h*d) X I,

the theorem will follow from (1) and the fact that d —±d X I  is an iso­
morphism. If h is a proper cellular map, we have noted in the proof 
of §33.6 that h m (d X I )  — (h*d) X  / ;  and this implies (2) for this 
case. For the general case, we apply the factorization (24') of §31.16. 
Since i , k, and i" are proper cellular maps, the general case of (2) follows 
from the special case.

36.10. C o r o l l a r y . When h is a homeomorphism, the conclusion of 
§36.9 asserts the topological invariance of the primary difference. When 
(K,L ), (K',Lf) are two cellular decompositions of the same space and 
subspace, (B — (B' and h =  the identity, it asserts that d(f0,fi) is inde­
pendent of the cellular decomposition used to compute it.

36.11. The generalized primary difference. In §35.9 it is noted 
that the assumption on Y  and q can be replaced by weaker conditions 
in defining the primary obstruction. The same obtains for the primary 
difference. Since the latter is just a primary obstruction in ( K u,L n) 
(see §36.8), it is enough for the weakened conditions of §35.9 to hold in 
the bundle (B n. Using the isomorphisms (7) of §33.3, these conditions 
translate into

(1) Y  is I-simple fori  =  1, • • • , q — 1.
(2) H^K^L'^Tn)) = 0  for i  = 0, 1, • • • , q — 1.
(3) I?i-1(i£,L;(B(7r;)) =  0 for i  =  1, • • * , q — 1.

These conditions suffice for all the results of this article except 
§36.7. Here the primary difference lies in L; so we impose (1), (2), and
(3) with L  in place of (K,L) . In addition the theorem involves primary 
obstructions in (K,L). Hence we impose conditions (1), (2), and (3) 
of §35.9. The two sets of conditions suffice to prove §36.7.



§37. Ex t e n sio n s  of Fu n c t io n s , a n d  t h e  h o m o t o p y  
Cla ssific a tio n s  of M a ps

37.1. Assumption on the dimension q. We continue with the 
assumption that q is the least integer such that 7rq(Y) 5* 0, and we will 
apply the primary difference to the problems of extending a cross-sec­
tion, and of the homotopy classification of cross-sections.

37.2. First extension theorem. Let dim (K  — L) ^  q +  1.  Let (B 
be a bundle over (K ,L ) which has a cross-section / 0. Then, for each 
d e H q(K,L;(ft(wq)), there exists an extension f i  of f 0\L to a full cross-sec­
tion such that

d (U fi)  =  d.

Let d' be a cocycle in the class d. According to §33.9, fo\L U  K q~l 
extends to a cross-section f i  over L U  K q such that d(/o,/i) =  d'. 
By §33.5,

c(/0|L U  K q) -  c(/i) =  5d(/0,/i) =  U f =  0,

for d' is a cocycle. Since / 0|L U  K q is extendable, c(/0|L KJ K q) = 0 .  
Hence c(/i) =  0, and f i  is extendable over L  U  K q+l =  K.

37.3. T h e o r e m . Let / 0, /  be cross-sections of (B|L, and letfQ be extend­
able over L U  K 9+1. Then

C{f) =  5d(/,/o).

Therefore, /  is extendable over LKJ K q+1 if  and only if  8d(f,fo) =  0.
Since / 0 is extendable over L \J  K q+1, by §35.4, we have c(/0) =  0. 

Then 8d(f,f0) — c(f) follows from §36.7. The last statement follows 
now from §35.4.

37.4. Second extension theorem. Let dim (K  — L) ^ q +  1,  and
suppose the bundle (B over (K ,L ) has a cross-section f 0. Let i: (B|L  —> (B
be the inclusion map so that

i*: H q( K M T q) ) ->  H q(L;®(Tg)).

Then a cross-section f  of (B|L is extendable to a cross-section of (B if  
and only if  there exists an element df in H q(K;(^(ttq)) such that

i*df =  d(f,f0\L).

Furthermore, for each such d', there exists an extension / '  of f  such that 
d(f'jo) =  d'.

Suppose /  is extendable to a cross-section / '  of (B. If we observe 
th a t /a n d /0|L are the cross-sections induced b y /' , /0, and the inclusion 
map i , then i*d(/',/o) =  d(f,fo\L) follows from §36.9; and df =  d(f',f0) 
is the required element.



Conversely, suppose d! given and i*d' =  d (/,/0|L). By §36.2, there 
exists a homotopy

k :

By §34.9, k extends to a homotopy kf: / ^ / i  and / i  =  / 0 on L«-1. 
According to §36.4, d(/,/0|L) =  d (/i,/0|L). Therefore d(fi,f0\L) is a 
cocycle in the class d(/,/0|L). Let di be a cocycle in the class d'. Then 
t#di represents i*d' =  d (/,/0|L). It follows that there is a (q — 1)- 
cochain c of L  such that

be =  i*d! -  d (/i,/0|L).

Extend c to a cochain c' of K  by defining it arbitrarily on the (q — 1) - 
cells of K  — L. Let d2 =  di — bcf. Then

i*d2 =  i*d\ — i#bc' =  i*d\ — bih '
=  t#dx -  be =  d (/i,/0|L).

Thus d2 is an extension of d (/i,/0|L) to a cocycle of K  belonging to the 
class d'.

Define d3 in Cq(K,L;(&(wq)) by

dz =  d2 on K  — L, dz =  0 on L.

Then §33.9 provides ah extension f 0 of fo\L U K ^ t o L U  I?3 such that

d(foJo) =  dz.
Define /(  on L  U  K q by

f[\L =  f h f [ \K q -  L« =  f ' \K q -  L q.

Since L  intersects the closure of K q — L q in a subset of L«_1, and fi  =  
/o == fo 011 L q~xy it follows that f[ is a continuous extension of f\.  By 
its definition,

r t f  f  \ -  I d(f0Jo) =  dz in K  -  L,
~  in L.

Therefore d(f[,f0) =  d2. Applying §33.5, we have

M (f[ j0) =  c(f[) -  c(/0).

Since d2 is a cocycle, 5d(/(,/0) =  0. S ince/0 is defined over all (q +  1)- 
cells, c(/0) =  0. Hence c(f[) =  0. Thus f[ extends to a cross-section 
/"  over L \J  K q+i =  K. Then d(f ' ,f0) = d(f'Jo) =  d2, and d(/"/o) =  
d'. By §34.9, the reverse of the homotopy k': / ^ / i  extends to a 
homotopy /" Then / '  is an extension of /  to all of K ;  and, by
§36.4, d(/',/o) =  d(fi,fo) =  d'. This completes the proof.



37.5. Classification theorem. Let dim (K  — L) — q, and suppose 
the bundle (B over (K ,L ) has a cross-section / 0. I f  we restrict attention 
to cross-sections f  of (B which coincide with fo on L, and to homotopies 
relative to L , the assignment of d(f,f0) to each such f  sets up a 1-1 
correspondence between homotopy classes of cross-sections and elements 
of H q{K,L;(S>{irq)).

If f c ^ f  rel. L, §36.4 asserts that d(f,f0) — d ( f , f0). Thus each 
homotopy class corresponds to a single cohomology class.

Suppose d(f,fo)  = d(f' ,fo).  By the addition formula §36.6, we have 
d ( f , f )  = 0. Since K  =  L V J  K q, §36.5 provides a homotopy /  ~ / '  
rel. L.  Thus, distinct homotopy classes correspond to distinct coho­
mology classes.

Now let d e H q(K,L;(^(Ta)) be given. By §37.2, there exists an 
extension /  of f 0\L to all of K  such that d( f 0,f) = —d. By §36.6, we 
have d(f,fo) = d.  This completes the proof.

37.6. Specialization of results to K  X Y. If we specialize (B to be 
the product bundle K  X Y  the preceding results may be given a slightly 
revised and simpler form. Note first that the coefficient bundle (&(tq) 
is likewise a product, hence we may deal with ordinary cohomology 
groups with coefficients in =  t q(Y).

Any cross-section of K  X Y  is the graph of a map K —> Y, and 
any map provides a cross-section. A homotopy k of a map K  —> Y  
provides a homotopy k'(x,t) =  ( x , k ( X y t ) )  of the graph, and conversely. 
The relation “graph” is a 1-1 correspondence which preserves rela­
tions such as equality on L, one function is an extension of another, 
and homotopic relative to L.

If / :  L —> F, we define the primary obstruction c(f) (to the exten­
sion of /  to K )  to be the primary obstruction to extending its graph. 
If /o,/r. K - + Y  and f 0\L =  fi\L, we define the primary difference 
d(fo,fi) to be the primary difference of their graphs.

With these conventions, all of the preceding work, beginning with §82, 
may be divested of the bundle language, and restated in terms of maps of 
complexes into Y, and their homotopies. We shall assume any such 
restatement without further comment.

37.7. Interpretation for the generalized c and d. In keeping with 
the remarks of §35.9 and §36.11, the hypothesis on Y  and q in the 
preceding0 theorems can be weakened. In §37.2, the condition^ of 
§36.11 are adequate. For §37.3 we require that the conditions of 
§36.11 hold with L  in place of (K ,L ), and the conditions of §35.9 hold 
for (K ,L ). In §37.4, it suffices for the conditions of §36.11 to hold 
with L  in place of (K,L) and with K  in place of (K ,L ). For §37.5, the 
conditions of §36.11 suffice.



37.8. The primary obstruction to contracting F. We continue 
with the assumption that q is the least integer such that wq(Y) 0. 
We assume, moreover, that F  is a complex.

Let y 0 be a point of F  and let g0: F  —> F be the constant map
Qo(y) — 2/o. Let p i: F  —> F be the identity map. Define

d(Y) 8 H q(Y]irq)j TTg =  7Tg(F),
by

3(F) =  3(0o,0i) see §37.6.

We call it the primary obstruction to contracting Y  into yo.
If g >  0, then F is arcwise connected, and any two constant maps 

are homotopic. Then §36.4 asserts that d(F) is independent of the 
choice of yo. In any case we can assume that yo is a vertex of F.

37.9. L em m a . Letfo: —» F  be the constant map f o ( x )  = yo, and 
let f: 7£ —> F be any map. Then d (/0,/) =  /*d(F).

We prove first an elementary fact about the graph relation between 
maps and cross-sections. Let g: F  —» F  and let g' be its graph:
g'iy) =  (y,g(y))-_ Let f: K  X Y  -*  Y  X Y  be defined by }(x,y) =  
(/(#) >2/) • Then /  is a bundle map inducing the map /  of the base space K  
into the base space F. Let be the cross-section induced by g' and /,  
and let </>' be the graph of <t>. By definition of the induced cross-section, 
f<t>f =  07* Using this, we find that $ =  gf. This may be restated: 
Under the graph relationship between cross-sections and maps, induced 
cross-sections under f  correspond to compositions with / .

Since go(y) =  yo, we have gof{%) =  y 0. Therefore/ 0 is induced by 
/  and g0. Since gi(y) =  y ) we have gif(x) =  f(x). Therefore / i s  
induced by /  and 0i. Then §36.4 states

d(fo,f) =f*d(go,gi) =  /*d(F).

In §§37.3-37.5, we ta k e/ 0 to be the constant map; and, using the 
lemma, wre obtain the following three results.

37.10. Extension theorems.
T h e o r e m . Let L be a subcomplex of K , and f: . L —+ F, then 

c(f) =  8/*d(F). 77ms /  is extendable to a map L KJ K q+1 —► F i /  and 
on?0 i /  S/*d(F) = 0 .

37.11. T h e o r e m .  7 /  d im  {K — L) S  q +  1,  V  L —> K  is the 
inclusion map , and f  is a map L —> F, Zfeen /  extends to a map K  —» F  
i /  and onfo/ i /  tfeere exists a d' e H q(K;wq) such that i*d' =  /*d(F). far  
each such d', there exists an extension f  of f  such that f'*d(Y) =  d'.

37.12. Homotopy classification theorem. Let dim K  = q. Then 
the assignment o //*d(F) to each mapf: K  —> F np a 1-1 correspond­
ence between homotopy classes of maps K - *  Y and elements of H q(K;irq) .



In the last theorem, we have applied §37.5 with L =  0. This 
restriction on L  can be lifted by using the notion of the difference 
homomorphism (/ —/o)*: H q( Y ) —> H q(K,L) where /  = /o on L. 
This is described in [89].

37.13. The case Y =  S q. Assume now that Y  is a g-sphere S q. 
Then Tq(Sq) is infinite cyclic. Thus the cohomology groups appearing 
in the preceding three theorems may be treated as the ordinary groups 
with integer coefficients. Furthermore, H q(Sq;irq) is infinite cyclic and

(1) d(Sq) generates H q(Sq;irq).

To prove this, we represent /S3 as a complex consisting of two 
g-cells E+)E -  with S 3"1 as a common boundary. We take an arbitrary 
cellular decomposition on S q~l. We can suppose yo e S 5_1. To com­
pute a representative cocycle of d(Sq), we must select a homotopy k of 
the identity map g i lS ^ 1 into the constant map g0. Let k shrink S 9-1 
over E_ into y 0. Constructing F as in §33.4, we find that F maps the 
boundary of E+ X /  on S q with degree 1, and the boundary of E -  X  I  
on S q with degree 0. Hence d(gi,k,g0) is zero on and is a generator 
of 7rq on E+) and (1) follows.

It is worth noting in this case that the primary obstructions and 
differences appearing in §§37.10-37.12 are effectively computable, 
at least for cellular maps. With a little more effort, using the Hurewicz 
isomorphism H q(Y) ~  irq(F),  one can prove the same without restrict­
ing Y  to be S q. However we have no general rules for effectively 
computing the obstructions and differences appearing in the theorems
37.3, 37.4, and 37.5. This is one of the chief problems of the theory.

37.14. The relation p*c(CB) =  0.
T h e o r e m . I f  (B =  {£ ,p ,X ,F } and both B and X  are triangulable 

(i.e. admit cellular decompositions), then

p*c((8) =  0.

Let (B2 =  {B2,p',BjY} be the bundle induced over B by p: B  —> X  
and the bundleXB over X, and let p: (B2 —» <B be the natural map. By
§35.7, we have

p*c((B) =  c((B2).

In §10.4 we showed th&t (B2 has a cross-section. Therefore c((B2) =  0. 
This gives

p*c((B) =  0

which is the form the conclusion of the theorem should have.
37.15. We givemow an unpublished result due to G. W. Whitehead 

which adds a measure of precision to the preceding result. Let (B =



{B ,p ,X ,Y}.  Let y 0 e B, x0 =  p(yo), and Y 0 =  p-1^ ) .  We assume 
that X  is triangulable with Xo as a vertex, and that B is triangulable 
with F 0 as a subcomplex. Define /  by f(x0) =  y 0 so that /  is a cross- 
section of the part of (B over xQ. We obtain the diagram

d(Yo)  5 P*c( f)  k*
H q( Y 0;irg) - >  H q+ ^ B ,Y o \^ { i r q)) H q+'(B;®>(t t 5 ) )

't * * * * ateTpo Tpx Tp *
5 j*

H«(x0;Tg) -*■ -*■ #«+»(*;«(*■,))
c(/) c(ffi)

where k , j  are inclusion maps, and po,Pi are maps induced by p. Since 
the part of (B over #0 is a product, the coefficient groups (B2(7rfl),(B(?rfl), 
on the left, reduce to irq. Then, we have

37.16. T h e o r e m . Under the above hypotheses,

dd(Y0) =  p fc(/).

Treating X  as a pair (X,0), then /  and /  induce the vacuous cross- 
section. Hence

j * c ( f )  =  c (« )

follows from §35.7. Applying §37.14, we obtain p*j*c(f) =  0. Com- 
mutativity in the right square of the diagram gives

k*ptc(f)  = 0.

Exactness of the cohomology sequence assures us that there is a 
d e H q(Y 0;Tg) such that 8d =  pfc(/).

Let g0 be the cross-section of the part of (B2 over F 0 induced by /.  
Recall (§10.2) that

B 2 C  B X B

consists of pairs (6,6') in B such that p(6) =  p(6'). Thus the part of B 2 
over Fo is just F 0 X F 0. In this representation go is the graph of the 
constant map F 0 —> yo* The cross-section gi of (B2 is given by <71(6) =  
(6,6). Then <7i[F0 is the graph of the identity map. Hence, by §37.8,

d{go,gi\Yo) =  d(Fo).
By §36.7, we have

8d(Yo)  =  c(</o) -  c ( g i \ Y 0).

The last term is zero since p i|F 0 is extendable to the cross-section <71. 
Since go is induced by / 0, we have p*c(/) =  c(p0), and the theorem 
follows.



37.17. Historical remarks. The theorems 37.11 and 37.12 with 
Y  =  S q are the extension and classification theorems due to Hopf. He 
stated them in the language of homology. The simpler formulation in 
terms of cohomology is due to Whitney. An excellent treatment is 
given in the book of Hurewicz and Wallman [56].

The notion of the characteristic class of a bundle is due to Whitney 
[103]. Independently, Stiefel treated the characteristic classes of the 
tangent sphere bundle of a manifold [91].

The primary obstructions and differences for maps K  —> Y  are due 
to Eilenberg [31]. The development which we have given of these 
ideas (in §§29-37) follows closely the treatment given by Eilenberg. 
The formulation for bundles requires only the complication of a bundle 
of coefficients.

§38.* T h e  W h it n e y  Chara cteristic  Cla sses  of a Sp h e r e  B u n d l e

38.1. Conventions. Throughout this article (B will denote an 
( n  — l)-sphere bundle over a complex K .  Fornotational convenience, 
we denote by F 9 the Stiefel manifold

Y q =  Vn,n-q =  O n/ O g, Q =  0 ,  1 , * * * , 71 -  1.

And we define (B9 to be the associated bundle of (B with the fibre Y q. 

Then (B° is the principal bundle of (B, and (B71-1 =  (B. Since Og_i C  Oq, 
we have natural projections

(1) Ow =  F° —> F 1 • • • -> Fn_1 =  Sn"1

and F 9”1 is a (q — l)-sphere bundle over F 9 (see §7.8). By §9.6, these 
projections induce projections

(2) B° B 1 • • • —> Bn~l —> K ,

and any composition of them is the projection of a bundle structure 
with a suitable Stiefel manifold as fibre. In particular, B q~l is a 
(q — l)-sphere bundle over B q. The composition of B q —> B q+1—» 
• • * —» K  is the projection of (B9.

38.2. Definition. The gth characteristic class of (B (q = 1, • •■ • , 
n), in the sense of Whitney [103], is defined to be the characteristic 
class of (B9-1. We denote it by c9((B); thus

(3) c9+1((B) =  c((B9).

According to §25.6, 7rq is the first non-zero homotopy group of F 9. 
Therefore

(4) c9+1((B) e H q+1(K;<$>q(wq)).

* See App. sect. 9 and 10.



Also, by §25.6,
(5) r . O ' . ) - ! ”  if 2 is even, or q = n — I,[2  if q is odd and <  n — 1.
In-the second case, (B®^) is a product bundle; for, a cyclic group of 
order 2 has no non-trivial automorphisms. Thus,
(4') c2®((B) e H 2q(K; mod 2), 1 <  2q < n.

In the first case, the group of (B®(7rG) is On/ R n which is cyclic of order 
2. I t  operates effectively on irq(Y q). To see this, choose a generator 
/ :  S q-+ Y q of the group as described in §25.6. Let r& O n have 
determinant —1 and act as the identity in the space orthogonal to S q. 
Then left translation of Y q by r maps f ( S q) on itself with degree — 1; so 
r reverses sign in irq{Y q). Thus, by §13.7,

I f  q is even or q =  n — 1, (&q(wq) is a product bundle i f  and only i f  
x(<£): tti(K) —> On/Rn is trivial.

For example, let i f  be a manifold and (B the tangent sphere bundle. 
If K  is orientable, then (B is equivalent to a bundle in R n, so x(®) = 0, 
and each (B5(xg) is a product bundle. If i f  is non-orientable, (B is not 
reducible to Rn; therefore the weakly associated bundle with fibre 
On/Rn is not a product bundle (see §9.5), hence x(®) is non-trivial and 
(Bq (tt  g) is not a product bundle (q even or q = n —  1).

38.3. Interpretation. By its definition, c9+1((B) is the primary 
obstruction to forming a cross-section of (B5. Since n q is the first non­
zero homotopy group of Y q, (8>q\K q has a cross-section, and ®ff| i f 5+1 has 
a cross-section if and only if c9+1((B) = 0. Now, for any integer 
§9.5 states tha t (B9|ifp has a cross-section if and only if (B|ifp is equiva­
lent in On to a bundle with group Oq. But Oq operating in /STO_1 leaves 
a great (n — q — 1)-sphere S' pointwise fixed. Then the subbundle of 
(B|ifp corresponding to S' is a product bundle. Thus, we have proved

38.4. T h e o r e m . For each q = 0,1, • • - ,n  — 1, there exists a map
\p: K q X Sn_e_1 —> B

which, for each x in  if®, maps the fibre x X Sn~®_1 orthogonally into the 
fibre over x in B. And there exists a similar map of K 2+1 X S n~q~x i f  and 
only i f  c2+1((B) = 0.

38.5. The cohomology sequence of a coefficient sequence. The 
characteristic classes of (B are not independent. To state the relations 
requires the use of a little-known operation on cohomology groups 
which we describe first. Let
(6)



be an exact sequence of abelian groups and homomorphisms, i.e. kernel 
X = 0, image X = kernel /z, and image /z = N. If we pass to cochains
in K  with coefficients in L, M  and N , then X,/z induce homomorphisms
of the cochain groups, and we have the diagram

X n
0 -> CP(K;L) -> CP(K;M) CP(K;N) -> 0

(7) 16 id  16
X /z

0 -> Cp+l(K;L) -> Cp+l(K;M) -> C ^ ( K ; N )  -> 0

where each line is an exact sequence. Clearly we have commutativity 
in each square: X5 = 6X and /zS = 5/z.

Let z in CP(K;N) be a cocycle. Choose u in CP(K;M) such that 
pu =  2. It follows that n8u =  0. Exactness of the lower line provides 
a w in Cp+1( if  ;L) such that Xw =  8u. Furthermore w is a cocycle; for 
X: CP+2(K;L) —» 0 +2(i£;M) has kernel =  0, and \8w  =  8\w  =
=  0. Thus, we have proved

For each cocycle z in CP(K;N), there exists a cocycle w in CP+1(K;L) 
and a cochain u in CP(K;M) such that

(8) \w  =  8u, ijlu = z.

Suppose now that z,u',wf is a second triple satisfying analogous 
relations. Since /z  ̂ — vu' =  z, we have n(u — u') =  0. Exactness 
provides a v in CP(K;L) such that \v  =  u — ur. Then

\8v — 8\v — 8u — 8u' =  \w  — \w'.

Since X has kernel =  0, we have

8v =  w — w'.

Thus the assignment of w to z defines a unique map

(9) Zp(K;N) -> Hp+'(K;L).

It is easily proved that (9) is a homomorphism. Suppose now 
that z =  8c is a coboundary. Choose d in CP~X(K  ]M) such that pd =  c. 
Then p8d =  z. Taking u =  8d, we have 8u =  0. Hence we may 
choose w =  0. Thus, under (9), coboundaries are mapped into zero. 
It follows that (9) induces a homomorphism

(10) 8*: H P(K;N) —> H P+1(K;L).

It is to be noted that the diagram of (7) is algebraically identical 
to the diagram (26) of §31.17 obtained from a complex K , a subcom­



plex L  and just one coefficient group. Here CP(K;L) corresponds to 
CP(K,L), CP(K;M) to CP(K), CP(K;N) to CP(L), etc. A comparison of 
the definitions shows that 5* in (10) corresponds to 5: H P(L) —> 
HP+1(K,L) defined in §31.17. In §31.18, the exactness of the coho­
mology sequence of (.K,L ) was stated and proved in part. This proof 
was based entirely on the algebraic properties of the diagram (26) of 
§31.18. Since the diagram (7) above enjoys these properties, it fol­
lows that the same argument proves that the sequence

5* X* /z*
(11) • • • ^ H p- l( K ; N ) - * H p(K ;L ) -* H p(K ;M ) - > H p(K ;N )->  • • •

is also exact. We refer to the sequence (11) as the cohomology sequence 
of K  and the coefficient sequence (6).

For the application we have in mind the preceding must be gen­
eralized to cochains with coefficients in bundles. We replace (6) by

X n
(12) 0 -> (B(L) -> (B(M) -> ®(N) -> 0

where (B(L), etc., are coefficient bundles over K,  and X,/x are bundle 
homomorphisms in the sense that, for each x in K,  the sequence

X* yx
(13) 0 -> Lx -> M x -> N x -+  0

is exact, and the homomorphisms Xx,/zx commute with the translations 
of Lx, M x, Nx along curves in K.  We obtain then the diagram (7) with 
L , M , and N  replaced by (B(L), (B (M), and (B (N) respectively. The 
generalization of the definition of 5* and the proof of exactness of 
the generalized sequence (11) is entirely mechanical.

38.6. The coefficient sequence for the W hitney classes. We 
intend to show, for a sphere bundle (B, that 5*c2g(<B) =  c2<H_1((B). This 
requires (B(N) to be the coefficient bundle of c2q((B), and (B(L) to be the 
same of c2fl+1((B). Before the relation makes sense, we must define 
(B(M), X and /x, and prove exactness.

L em m a. Let the integer q satisfy 2 ^  2q <  n , and let (B' he the 
(2q — 1)-sphere bundle

p / : 7 2 3- i _ ^  y2q ( s e e  § 3 8 > 1 ) .

Then, in the section
A i*

(14) 7T2a(Y2q) -> 7r^xOSj*-1) 7r2q- i ( Y 2q-')

of the homotopy sequence of (B', the kernel of A is zero and i* is a homo­
morphism onto.



By §25.6, a generator of 'K2Q- i ( Y 2q~1) is represented by the fibre 
over the point vQ of Y 2q. Therefore i* is a homomorphism onto. 
Since the image of i* is cyclic of order 2, the kernel of i* consists of the 
“even” elements of T2q-i(S20q~1). By the exactness of the homotopy 
sequence, the latter is the image of A. But t 2Q(Y 2q) =  <*>. Hence the 
kernel of A is zero, and the lemma is proved.

38.7. It follows that we may adjoin zero groups on the left and 
right ends of (14) and have an exact sequence as in (6). But we need a 
sequence of bundles as in (12), i.e. for each x e K ,  an exact sequence of 
groups as in (13). Now, for each x e K ,  the bundle projection p': 
B 2q~i B2q reduces to a bundle projection

(15) p'x:

of the fibres over x. Denote this bundle by (&fx. Now (B* is a replica 
of the bundle (B' of the lemma. Hence the terms of its homotopy 
sequence corresponding to (14) form the desired sequence (13).

Before this choice is properly defined we must clarify the situation 
with respect to the base point of the homotopy groups. Since Yp =  
Rn/Rp , we have, by §16.11, that Yp is simple in all dimensions. Hence 
its homotopy groups can be defined, without reference to a base point, 
as homotopy classes of maps of a sphere. Thus, no base point is 
needed for the end terms of (14). For the middle term no base point 
is needed, however, a particular fibre is assumed. We eliminate this 
choice of a fibre as follows.

Since Y 2q is simply-connected, the bundle of groups (&' (w2q- i (S 2q~1)) 
over Y 2q is a product bundle. Thus we have unique isomorphisms con­
necting the homotopy groups of the various fibres of <B'. Using these 
isomorphisms an element of a homotopy group of one fibre determines 
a class of equivalent elements—one on each fibre. These equivalence 
classes form a group isomorphic to 7̂ 3-1 (/S23-1). It is this group which 
we take as the middle term of (14). Then the sequence (14) is assigned 
to (B' without any choices being necessary.

We now define the sequence

\x fix
L x —> M x —> N x

to be the section of the homotopy sequence of (&rx corresponding to the 
section (14) of (B'. Using the local product representations for the 
bundles (B25"1,®23 over K , it is easy to see that the \ x,nx commute with 
translations of the groups along a curve lying in a coordinate neighbor­
hood, and then, by composition, along any curve. It follows that



this choice of the sequence (13) defines a sequence (12) of coefficient 
bundles.

It is to be noted that (B (M) is just the weakly associated bundle of 
(B with fibre 7t 2(Z- i OS2®-1) and group 0 n/ R n operating in such a way 
that the non-trivial element reverses sign.

38.8. The coboundary relation.
T h e o r e m . Let (B be an (n — l)-sphere bmidle over K, let q be an 

integer with 2 ^  2q <  n. Then, with respect to the preceding choice of the 
sequence (12) of coefficient bundles, we have

5*c2q((B) =  c2?+1((B).

As shown in §38.3, we may choose a cross-section /  of (B2a_1|K 2q~x. 
Them c(f) e C2q(K](&(N)) is defined, and is a cocycle representing 
c2q((B). Composing /  with

(16) p': B 2q~l —> B 2q,

we obtain a cross-section p'f of (B2e]K2s-1. Since the fibre of Q&2q is 
(2q — l)-connected, we may extend p'f to a cross-section g of B 2q\K2q. 
Then c(g) e C2q+1(K;(&(L)) is a cocycle representing c2q+1((B), and

(17) p'f =  g\K**~\

Now g imbeds K 2q topologically in B 2q. Let <$!g denote the bundle 
of (16) restricted to $(K 2q). Then we may regard <B' as a (2q — 1)- 
sphere bundle over K 2q. Then (17) states that /  is a cross-section 
of (B'JK2®-1. Let c(f,g) denote the obstruction to extending /  to a 
cross-section of <B'. Then the coefficients of c(f,g) are elements of the 
(2q — l)s t homotopy groups of fibres of the bundle (16), i.e.

c(f,g) e C2q(K M M ) ) .

It should be kept in mind that c(f,g) need not be a cocycle of K  since 
<B' is only defined on K 2q.

Recalling the definition of 5*, the theorem will follow once we have 
p r^ed

(18) K ~ c(f ,g ) )  =  c(/),
(19) Xcfo) =  5(~c(f,g)).

To prove (18), let a be a 2g-cell and x its reference point. Shrink­
ing a to x, deforms g\<r into a constant map g0 with g0(a) =  y  e Y 2xq. 
A covering homotopy deforms f\& into a map / 0 of & into the fibre 
So9”1 of (16) over y. T h en /0 represents simultaneously

c(/,<r) e ir2g-i(Y lv 1), and c(J,g,a) z i t iq^ { S l q *).



Since
txx: Tr̂ q- \ { S \ q"1) —> TT2<i-i(Ylq~~1)

is induced by the inclusion map, we have proved that vxc(f,g,<r) =  
c(/,<r). Since 7r23-i(F ^ ~ 1) is cyclic of order 2, c(f,o) =  — c(f,<r). This 
proves (18).

For (19), let a denote a (2q +  l)-cell of K.  If we apply §35.12 
to the bundle (B'|gr(o-), we obtain

(20) (5c(/,g))-or =  c(/,g)-d<7,= -A a

where a e 7r2q_(g(cr)) is represented by g\dcr. Shrinking a over a into 
the reference point x of <r, a covering homotopy deforms g\da into a map 
representing c{gp). A second covering homotopy deforms ($>f\g(<r) into 
a bundle map into the bundle Y 2xq~x over Y \q. Since A commutes with 
bundle maps, it follows that Aa =  Axc(^,c). But Ax is X*. Combining 
with (20), we have

te(f,g)-<r =  — Xxc( ,̂(r).

This implies (19), and the proof is complete.
38.9. The 0 and 1-dim ensional classes. The last theorem states 

nothing about c*((B). We shall remedy this by defining c°((B) suitably 
and proving a similar result.

Let H  =  H 0(Y°) with integer coefficients, and let H  be the reduced 
group, i.e. the subgroup of H  generated by 0-cycles having a coefficient 
sum of zero. The operation of forming the coefficient sum of a 0-cycle 
defines a homomorphism jjl of H  into the group J  of integers. Then

X jx

is an exact sequence (X =  the inclusion).
For each x in K , let

L , =  # o ( n ) ,  M x =  Ho(Y°x), N X =  J.

Let \ x be the inclusion, and fix the coefficient sum. We obtain thus an 
exact sequence of coefficient bundles, as in (12), and (B(A) is a product 
bundle. Thus H° (K  ;(B (N )) =  H°(K;J).  Define th e 1 ‘unit’' 0-cocycle 
c eC °(K ;J ) by c(v) =  1 for each vertex v. Then be =  0, and its 
cohomology class is denoted by c°. We set c°((B) =  c°for any sphere 
bundle (B.

38.10. T h e o r e m . With respect to the above sequence of coefficient 
bundles, we have 5*c° =  cx((B).

Let /  be a cross-section of (B°|I£0. For each vertex v of K , let 
c°(f,v) be the element of M v represented by the point f(v) with coeffi­



cient 1. Then c°(/) is in C°(K ;(B(M)). Then nvc°(f,v) =  1 which 
proves that juc°(/) is the unit 0-cocycle.

Referring to the definition of 5*, the theorem will follow once we 
have proved

(21) nc(f) =  W (j) .

Let a be an oriented edge, and da =  v — vr. Let v be the reference 
point of o', and w the isomorphism M v* onto M v obtained by translation 
along a. Then

8c°(f)-a =  c°(f)-da =  c°(/,v) — w c ° ( //) .

The translation w can be achieved by a homotopy of F°, along a into 
F°. This carries f{vf) along a into Then wc°(f,vf) is represented
by the cycle 1/'(«/). Hence 8c°(f)-a is represented by the cycle 
1 f(v) — 1/'(«/). By definition of the obstruction, it also represents 
c(f,a). Since  ̂ is an inclusion map, (21) follows, and the proof is 
complete.

38.11. T h e o r e m . Every odd dimensional characteristic class of a 
sphere bundle has order 2.

For q >  0 and 2q <  n , c2a((B) has coefficients mod 2, hence it is 
of order 2. Since 5* is a homomorphism, c2(H_1((B) =  5*c2<?((£) is also 
of order 2.

For the case q =  0, let / 0 be a cross-section of (B°|l£0. For each 
vertex v, letfi(v) be a point in the component of F° not containing fo(v). 
(yo =  On has two components.) Then f i  is also a cross-section of 
(B°|X°. It is clear that c(fi,a) =  —c(f0}a) for each edge a. Then 
§33.5 gives

=  c(f0) -  c(fO =  2c(/0)

which implies 2c1 ((B) =  0.
R e m a r k . The above result shows that every characteristic class 

of an n-sphere bundle (B has order 2 except c°((B) and, possibly, cn((B) 
when n is even (note the exception in (4) and (4')).

38.12. T h e o r e m . The following conditions on an n-sphere bundle 
(B are equivalent:

(i) cl{tB) =  0,
(ii) x(®)* in ( K ) O n / R n  is trivial,
(iii) (B is equivalent to a bundle with group R n,
(iv) for each q, the coefficient bundle of cq(CB) is a product.

The equivalence of (ii) and (iv) was noted in §38.2. By definition, 
x(®) =  x(ffi') where (B' is the weakly associated bundle with fibre



On/Rn. Since the group of (B' is discrete, x(®') =  0 if and only if 
(B' is a product bundle. Since (B' is a principle bundle, it is a product 
bundle if and only if it has a cross-section. By §9.5 this last condition 
is equivalent to (iii). Thus (ii) and (iii) are equivalent.

Since ^((B) is the primary obstruction of (B°, condition (i) implies 
that (B°|K l has a cross-section. Since (B° is a principal bundle, this 
implies that (R^K1 is a product bundle. Then the associated bundle 
CB'I-KT1 is also a product; hence =  0. But x(®'lK 1) is the
composition of

/*  X(CB')
TTl( K ^ - ^ T ^ K )   > On/Rn

where /  is the inclusion map. Since /* is onto, it follows that x(®0 = 0. 
Thus (i) implies (ii).

Suppose (iii) holds and (B is represented as a bundle with group Rn. 
Then the same holds for (B°. Since the left translations of On by R n 
map R n on itself, R n determines a subbundle of (B° with fibre R n• Since 
R n is arcwise connected, the portion of this subbundle over K 1 has a 
cross-section. This provides a cross-section of (B°\Kl ; so (i) holds.

38.13. Remarks. The preceding results are due to Whitney [106]. 
We have recast the results somewhat and taken full account of the fact 
that the coefficient bundles may not be product bundles. For example,

Whitney states the relation c2q+1 =  b*c2q in the form c2q+l =  ^ 8o)C2q.

He regards c2q+1 as having integer coefficients, c2q as having coefficients 
mod 2, and co as the inverse of reduction mod 2. Thus co corresponds to 
i*1 in §38.6 and 1/2 to A-1.

Whitney has announced [106] a “duality theorem” for sphere 
bundles. Let (B,(B' be sphere bundles over K  with groups 0 m,0'n respec­
tively. We may regard Om X 0'n as a subgroup of 0"+n* If we set 
g"i(x) =  gji^g'^x),  we obtain coordinate transformations for a sphere 
bundle (B” over K  with group 0"+w. Then the duality theorem reads

(22) cr((B") =  2  cp((B) w  cq((B').
P + q  =  r

As Whitney has shown, it has numerous important applications.
No proof of (22) in full generality has been published. The 

proposition is somewhat ambiguous. The use of the cup product 
presupposes that the coefficient groups ttp- i ( Y p~1) and 7rg_ i(Y fQ 1) are 
paired to 7rr_i(F '/r x). A clarification of (22) would present such a 
pairing in a natural geometric fashion. W. T. Wu [108] has proved the 
special case obtained by reducing everything mod 2. Reduction mod 2 

* See App. sect. 9.



eliminates the ambiguity. It also eliminates difficulty with the coeffi­
cient bundles: all such become product bundles when reduced mod 2. 
A clarification and proof of (22), in full generality, is needed.

§39 * THE STIEFEL CHARACTERISTIC CLASSES OF DIFFERENTIABLE
MANIFOLDS

39.1. Definitions and interpretation. Let M  denote a compact, 
connected, w-dimensional, differentiable manifold. Using the result 
that M  is triangulable, the concepts of §38 can be applied to the tangent 
sphere bundle (B of M  (defined in §12.10). The Stiefel characteristic 
classes of M  are defined to be the Whitney classes of (B.

cq(M) =  cq(fB), q =  0, 1, • • * , n.

The result of §38.4 translates as follows:
For each q, there exists a continuous field of tangent, orthogonal 

(n — q)-frames (see §7.7) defined over the q-dimensional skeleton M q of M. 
There exists such afield over M q+l if  and only if  cq+1(M) =  0.

The translation is effected by selecting a fixed orthogonal (n — q)- 
frame spanning

39.2. T h e o r e m . cl (M) =  0 if  and only if  M  is orientable.
This follows from §38.12; for the condition (iii) of §38.12 is equiva­

lent to the orientability of M.
39.3. If M  is orientable, then §38.12 asserts that the Stiefel classes 

belong to cohomology groups of M  with ordinary coefficients (either 
infinite cyclic or cyclic of order 2). In particular, the coefficients 
of cn(M) lie in the infinite cyclic group Tn- i (V n,i) (Vn,i =  £ w-1). As is 
well known, the group Hn(M;Tn-i)  is also infinite cyclic.

If M  is non-orientable, the ordinary group Hn(M), with integer 
coefficients, is cyclic of order 2. However §38.12 asserts that (B(7rn-i)  
is not a product bundle. We will show that H n(M ;(B(7rn_i)) is infinite 
cyclic. This requires a mild digression.

39.4. Homology with coefficients in a bundle. If t  is an infinite 
cyclic group, we define a pairing of 7r with itself to the group J  of 
integers by choosing an isomorphism \j/: t  «  J  and defining the 
product aft, for afi  in tt, by

(1) a/3 -

Then a/3 is an integer, the product is bilinear, and a 2 =  1 if a generates 
7r. There are just two possible choices for ^ and they differ in sign; 
hence the form of (1) shows that the product is independent of \[/. 
From this it follows that, if w' is also infinite cyclic and w: w «  tt', then

(2) af3 =  w(a)w(/3).
* See App. sect. 9 and 10.



Let (B(7r) be a bundle of coefficients over a complex K.  We shall 
deal with both chains and cochains in (B(7r). The former we have not 
defined. The group Cq(K;<B(t )) of g-ehains is defined to be the 
group Cq(K;(B(x)) of g-cochains. If u e Cq(K;^>(ir))y we define d u e  
Cq-i(K;(&(Tr)) by

(3) [(dw)(<0 =  2  [<r:T]ftvT_1(ft(r)) (see §31.2).
r

The sum is taken over g-cells r having a as a face. One proves dd =  0, 
and defines the homology group H q(K;(ft(w)) in the usual way.

Assuming w to be infinite cyclic, we define the Kronecker index of a 
g-cochain c and a g-chain u to be the integer

(4) C'U =  2  c(p)u{(y),
[<r

The sum is taken over all g-cells—one term for each cell. It is clear 
that c(<r)u(a) is independent of the orientation of a. Using (2) with 
w =  wary one proves easily that

(5) c-dv =  dc-v

for any g-cochain c and (g +  l)-chain v. Then the Kronecker index 
of a cocycle and a cycle depends only on their respective homology and 
cohomology classes. This yields a pairing of H q(K;(&(w)) with 
H q(K;(B(7r)) to J  which is also called the Kronecker index. It is 
clearly bilinear.

39.5. The fundamental ft-cycle of a manifold. Now let K  =  M  be
a differentiable ft-manifold (orientable or non-orientable), let (B be the 
tangent sphere bundle, tt =  7rn_ i(S n_1), and (B(tt) the associated coeffi­
cient bundle. We suppose the subdivision K  of M  is so fine that any 
two adjacent cells are contained in a coordinate neighborhood of M . 
Define z e Cn(K;(&(ir)) as follows. An orientation of an n-cell <r 
determines a concordant orientation of the tangent plane at the refer­
ence point xa. The latter determines a concordant orientation of the 
unit (ft — 1)-sphere Yff (the fibre of (B over xa)- This in turn deter­
mines a generator z(a) of ira =  Trn-i(Ya). Clearly z ( —o) =  —z(cr). 
An (ft — l)-cell r is a face of just two ft-cells, cr, cr' say. An orientation 
of a neighborhood V  of <r\J a' determines concordant orientations of 
cr and cr', i.e. [r:a] =  — and translation of z(<r) along a path in V 
carries z(o) into zicr'). It follows that dz =  0. We call z the funda­
mental ft-cycle of M.

One proves now in the standard manner that any ft-cycle of 
Cn(M;CB(tt)) is a multiple of z. It follows that H n(M;($>(tt)) is cyclic 
infinite.



A cochain on the cell r is one which is zero on all cells except possibly 
t; it is called an elementary cochain. An n-cochain is always a cocycle 
due to the absence of (n +  l)-cells. If c is an n-cocycle on or, <rf is 
an adjacent n-cell, and r is the common (n — l)-face, then there is an 
(n — l)-cochain d on r such that c — 5d is an n-cocycle on <r' (one uses 
here the fact that <r,a' are the only n-cells having r as a face). Any 
n-cell or can be connected to a reference n-cell <r0 by a “ path” of suc­
cessively adjacent n-cells. Using a succession of steps as above, one 
shows that any n-cocycle on a  is cohomologous to one on <r0. Since 
any n-cocycle is a sum of elementary cocycles, it follows that any 
n-cocycle is cohomologous to a cocycle on ao.

As 7rv0 is infinite cyclic, it follows that H u(M;(&(t)) is a factor 
group of the infinite cyclic group of n-cocycles on <ro. Hence H n is a 
cyclic group. Define c(<r) =  0 for a  5*  <r0, and c(<ro) =  z(<tq). Then 
c generates the group of n-cocycles on o-0; and the cohomology class of c 
generates H n (M  ;(B (t)  ). Since

C'Z =  c(<r0)z(<To) =  1 

we have (mc)-z =  m for any integer m. But me =  5d implies, by (5), 

m vz — hd'Z =  d'dz =  0,

so m =  0. Therefore Hn(M  ;CB(7r)) is infinite cyclic.
39.6. The n-dimensional class of an n-manifold.
T h e o r e m . I f  n — dim M  is odd, then cn(M) =  0. Therefore 

the tangent sphere bundle of M  has a cross-section, i.e. M  has a continuous 
field of non-zero tangent vectors.

Since n is odd, cn(M) has order 2 (see §38.11). But Hn(M;(&(ir)) 
is infinite cyclic. Hence cn{M) =  0.

There is a more general result which holds for manifolds of arbi­
trary dimension:

39.7 T h e o r e m . I f  z is the fundamental n-cycle of M  (see %39.5), 
then

cn{M)-z =  the Euler number of M.

It is known that the Euler number e of M  is zero for any manifold 
of odd dimension. By the results of §39.5, cn(M)-z =  0 implies cn(M ) 
= 0. Thus, the above theorem generalizes the preceding one.

We shall omit the proof. It can be found in the book of Alexandroff 
and Hopf [1, p. 549]. It is a long proof and we have nothing to add. 
We shall give, however, a brief intuitive discussion which suggests the 
truth of the result.

Let K  be a simplicial triangulation of M. Let K r and K "  denote.



respectively, the first and second barycentric subdivisions of K . A 
vertex v of K " lies in the interior of just one simplex of K, let denote 
the barycenter of that simplex. This vertex assignment determines a 
unique simplicial map <£: K " —> K'. It is easily shown that the fixed 
points of (j) are the barycenters of the simplexes of K.

Now x and lie on a single simplex of K '  and are joined by a 
unique line segment of the simplex. We assume that the triangulation 
is differentiable. Then the segment has a tangent direction at each 
point, and we can define f(x) to be the unit tangent vector at x. It 
follows th a t / is  defined and continuous except at the barycenters of the 
simplexes of K.

F ig . 8 .

Let K f* be the cellular decomposition of M  dual to K r so that, 
for each g-simplex r of !£', there is a dual (transverse) (n — g)-cell of K '* 
which is the union of those simplexes of K n having the barycenter of r 
as vertex of least order. Then the singularities of /  occur at the centers 
of the n-cells of !£'*; so/provides a cross-section of (B|X'*n \  and c ( f ) in 
Zn(K f*;(&(Tn̂ i)) is defined.

Figure 8 illustrates the case of a 2-manifold. The heavy lines 
are the edges of K,  these and the light lines are the edges of K f. Three 
of the 2-cells of K f* are outlined by dotted lines. One is dual t§ a 
vertex of K f which is also a vertex of K \  a second is dual to the bary­
center of an edge of K ;  and the third is dual to the barycenter of a
2-simplex of K.

In general, i£'* has one n-cell for each simplex <r of K , namely, the 
dual, <r*, of the barycenter of a. Let z be the fundamental n-cycle of



K '*  (§39.5). Then

(6) c(f,<r*yz(v*) =  ( - l ) di-

To prove this we take the barycenter x9 of a as the reference point of <r*. 
Let Sff be the fibre of (& over x9. For v e S a, let g(v) be the point 
in which the line segment from x9 in the direction v meets do-*. If the 
triangulation is sufficiently fine and smooth, g will provide a topological 
map of Sff on da*. Furthermore, g~l will represent the generator z{a*) 
of TTn-i(S<r). If /':  dcr* —> Sff is homotopic to f\da*, it follows that (6) 
is just the degree of the map g f  of d<r* on itself (=  the index of the 
singularity). Let q == dim a. Now a* is the product of the g-cell 
a C\ a* and the (n — q)-cell a C\ a* where a is the dual cell of a . All 
vectors on d(a C\ a*) head “ outward” so g f  is the identity on it. All 
vectors on d{a O  <r*) head “ inward,” so g f  is the antipodal transforma­
tion on it. The antipodal transformation has degree ( — 1)3. Then the 
composite map g f  on the boundary of the product cell has degree 
( -1 )* .

If a q denotes the number of g-simplexes of K i (6) implies that

c(/)-z =  2 ( - l ) « « s.

The right side is sometimes taken as the definition of the Euler number 
e of M. The alternative definition is e =  — l ) 9R q where Rq is the
gth Betti number of M  (i.e. the rank of H q(M)). In any case, the 
equality of the two sums is a standard theorem. This completes our 
intuitive proof.

39.8. C o r o l l a r y . A differentiable manifold admits a continuous 
field of non-zero tangent vectors if  and only if  its Euler number is zero.

39.9. Remarks. The preceding results provide satisfactory “ com­
putations” of cl(M) and cn{M). Corresponding results for the other 
Stiefel classes have not been obtained. Whitney [105] has announced 
that a representative cocycle for c9(M) mod 2 is obtained by assigning 
the value 1 to each g-cell of the subdivision K r* (§39.7) of M. No proof 
of this has appeared.

Stiefel [91] has given a proof that c2(M) =  0 if M  is an orientable
3-manifold. We will not attempt to reproduce it here. His argument 
is sketchy in a major detail. He asserts that any mod 2 homology 
class of M  is representable by a 2-manifold M f differentiably imbedded 
in M  without singularities, and the structure of the “ normal” bundle of 
M f in M  is independent of the imbedding. This seems to be highly 
likely; but a full proof would be quite awkward. (See App. sect. 9.)

Granting that c2(M) =  0, Stiefel goes on to prove that any orient-



able 3-manifold is parallelizable (i.e. its tangent bundle is a product 
bundle). The vanishing of c2(M) means that a 2-field /  can be con­
structed on the 2-skeleton of M. Then the 3-cocycle c(f) is defined 
with coefficients in ^2(^ 3,2) =  7r2(i?3) =  0 ; i.e. the secondary obstruc­
tion vanishes identically. Hence /  extends to a 2-field f  over all of M . 
The 2-field/' is extended to a 3-field over M  by adjoining, at each point 
x, a unit vector perpendicular to the pair of vectors f ( x )  so that the 
three vectors give a prescribed orientation of M .

Recently Thom [92, 93] and Wu [112, 113] have announced interest­
ing results relating the Stiefel classes to products of other basic coho­
mology classes of the manifold. These offer methods for computing 
the Stiefel classes. They also show that the Stiefel classes are topo­
logical invariants of the manifold, i.e. they are independent of the 
differential structure. It is not known whether or not there exists a 
topological manifold having two differential structures with inequiva­
lent tangent bundles. (See App. sect. 7.)

§40. QUADRATIC FORMS ON MANIFOLDS

40.1. Formulation of the problem. In §12.12 we proved that any 
differentiable manifold M  admits a Riemannian metric. We consider 
now the problem of constructing indefinite quadratic forms, precisely, a 
covariant, second order, symmetric, tensor function which, at each 
point, has a non-zero determinant. The signature k of the quadratic 
form at a point is the number of negative characteristic values of the 
matrix. A simple continuity argument shows that k is independent of 
the point.

The problem is to construct a cross-section of a suitable tensor 
bundle over' M. Just as the vector field problem led to a study of the 
Stiefel manifolds Vn,k, the present problem requires a preliminary study 
of the fibres involved.

As before, L n denotes the group of non-singular, real matrices of 
order n, On the orthogonal group, and Rn the rotation group. Let S n be 
the subset of Ln of symmetric matrices, and let Sn,k be the subset of Sn 
of matrices of signature k. It is easily seen that Sn,k is an open set in Sn, 
and Sn =  ULo Sn,k-

If the problem is to construct a quadratic form of signature k over 
a differentiable n-manifold, then we are seeking a cross-section of the 
bundle, associated with the tangent bundle, with fibre S n,k and group 
On where a in On operates on r  in S n,k by the similarity r  — ■» o r < r '  ( < r ' =  

transpose of o - ) .  (We are assuming that the reduction of the tangent 
bundle to the group On has already been carried out, then the covari­
ant, contravariant and mixed variance problems become equivalent (see



§12.11).) We proceed to study the structure of S n,k under these opera­
tions of 0 n.

40.2. The imbedding of M ntk in 0 n. Choose as a reference point 
of S n,k the matrix

(1) -J *  0
0 I n- k

where I k denotes the unit diagonal matrix of order fc. Define 4>: 0 n—+ 
S n,h by

(2) </>(<r) = cro-kcr' (a' = transpose of a ) .
The subgroup of On carried into ak by </> is 0 k X 0'n_h. We may there­
fore identify <t>(0n) with the Grassmann manifold M n,k (see §7.9). 
Since any orthogonal element of Sn,k is orthogonally equivalent to ak, 
we have

( 3 )  Mn,k — <t>(On) =  On C\ Sn,k.

It is to be observed that, under this identification of the coset space 
M n,k with a set of matrices, the left translation of M n,k by a in 0 n cor­
responds to the similarity r —> ara' of the matrices.

40.3. The deformation retraction of S n,k into M n,k> Any complex 
non-singular matrix r can be factored in one and only one way into a 
product t  =  aa where a is unitary and a is positive definite Hermitian 
(see Chevalley [12; p. 14]). This decomposition is continuous and sets 
up a homeomorphism of the complex linear group with the product 
space of Un and the space of positive definite Hermitian matrices.

An examination of the factorization shows that, if r is real, so 
also are a and a. Then a e On and a e Sn,o. Therefore the function
(4) ^O^g:) =  era

defines a homeomorphism On X Sn,o L n.
40.4. L e m m a . I f  <r e On, and a e Sn,o, then aa e Sn,k if  and only if

(5) a e M n,k and aa = aa.
If aa 8 Sn,ky then (aa)' =  aa implies a =  a2(a'aa). By the unique­

ness of the factorization ifc-1, we have a2 =  I n and a — a'aa. There­
fore a = a' and aa — aa. Regarding a as a linear transformation, let 
C (C') be the space of negative (positive) characteristic vectors of a. 
Since aa =  aa} a transforms C into C and C' into C'. Thus we may 
choose characteristic vectors for a} each lying in C or in C'. Then 
each will be a characteristic vector for aa. Since the characteristic 
values of a are positive it follows that a and a a have the same signature. 
Hence a e M n,k.



Conversely, if (5) holds, then (era)' =  a'af =  aor =  aa. So cra 
is symmetric. The argument above shows that 0  and <ra have the same 
signature; hence 0  a e Sn,k-

40.5. Define S'ntk to be the subset of pairs (<r,a:) in M n,k X Sn,o such 
that aa =  a<r. Let y in 0 n operate on M n,k X Sn,0 by

M*(<r,a) =  (imth* ,nanf) .

It is clear that y transforms Sfntk into itself. Then the preceding lemma 
can be restated:

40.6. T h e o r e m . The map $  of (4) is a homeomorphism of S»tk with 
Sn,k) and it commutes with the operations of On.

Since ^ is an equivalence of the pair (S'ntk,On) with the pair (Sn,k,On), 
we shall identify them under ^ and omit the \j/: ( o-,t )  =  or.

40.7. Define p: Sn,k —> M n>k by

(6) p(<ra) =  o-.

Then p is a continuous retraction of Sn,k into M n,k. Define a homotopy 
k by

(7) k(aa}t) =  <r[tln +  (1 — t)a\.

Since a commutes with 0 , so also does t l n +  (1 — t)a. Hence k
deforms Sn,k over itself. It is easy to verify the relations

( 8 )  fc(<ra, 0 )  =  0 a , k f ao t j  1 )  =  0 ,

(9) ph{0 a,t) =  0 ,
(10) k(0}t) = 0,
(11) fj,k(0 a}t)fjL' =  fc(jU(ra/x',Q, jjl e On.
In words:

40.8. T h e o r e m . The homotopy k is a deformation retraction of 
Sn,k into M n,k which commutes with the operations of On. For each 0  in 
M ntk, k contracts p-1^ ) over itself into 0 .

40.9. Reduction of the problem. Let M  be a differentiable n-mani- 
fold, and let (& be the bundle over M  with fibre Y  =  Sn,k and group On 
associated with its tangent sphere bundle (i.e. (B is the bundle of 
quadratic forms of signature k at the various points of M). Let (B' be 
the subbundle of (B corresponding to the subspace Y f =  M n,k of F. (It
must be noted that each 0  in On maps M n,k on itself.)

For each x in M , choose an admissible £: F  Yx, and define kf by

(12) fc'(M) =  & (!r% t),  b e F*.
From (11) it follows that kr is independent of the choice of £. Setting 
£ =  <l>i,x} where fa is a coordinate function of (B, we find that k' is con­
tinuous. Thus:



40.10. T h e o r e m . The homotopy kr is a deformation retraction of B 
into B ’, and for each x it contracts Yx over itself into F '. Then, for any 
cross-section f  of (B, k' provides a homotopy of f  into a cross-section of (B' 
Thus (B has a cross-section i f  and only if  (B' has a cross-section.

If we return to the interpretation of M n,k as the manifold of k-planes 
in n-space, we may restate the result in the form

40.11. T h e o r e m . A compact differentiable manifold admits an 
everywhere defined, continuous, non-singular, quadratic form of signature k 
i f  and only if  it admits a continuous field of tangent k-planes.

40.12. Applications. (See App. sect. 7.)
C o r o l l a r y . The results of Theorems 27.14 through 27.18 concern­

ing fields of tangent k-planes over spheres are equally valid i f  “tangent 
k-plane” is replaced by “ quadratic form of signature fc.”

40.13. T h e o r e m . I f  M  is compact and dim M  is odd, then M  admits 
a quadratic form of signature 1. I f  dim M  is even, then this holds i f  the 
Euler number of M  is zero.

In either case M  has a tangent vector field (§39.6 and §39.7) which 
provides a field of tangent line elements (1-planes).

For 2-manifolds, the theorem may be completed by saying “ if and 
only if the Euler number is zero.” In this case, the vector field problem 
and the line element problem have 1-spheres as fibres and the first 
fibre is a 2-fold covering of the second. Choose a 1-field /  over the 
1-skeleton of M, and let f  be the induced field of line elements. For 
any 2-cell a, the double covering maps c(f,o) onto c(/',<r). It follows 
that the sum of the indices of c(f)  is twice that of c(j), i.e. twice the 
Euler number. Thus, we have

The only compact 2-manifolds which admit a quadratic form of signa­
ture 1 are the torus and Klein bottle.

The above argument can be extended to arbitrary manifolds of even 
dimensions. One obtains an obstruction c{ f )  having a sum of indices 
equal to twice the Euler number. However it is not .the primary 
obstruction. The primary obstruction has dimension 2 and is zero. 
Instead c( f)  is a secondary obstruction. It may be possible to alter its 
cohomology class by an alteration of / '  by a 1-cocycle on the 1-skeleton. 
So far as the author knows, this problem is unsolved. It may be 
worth noting that, if H l(M ; mod 2) =  0, then no alteration o f/'  on the 
1-skeleton can affect the class of c(f'). (See App. sect. 11 and 12.)

If an n-manifold admits a quadratic form of signature k, a change 
of sign provides one of signature n — k. Therefore, a compact 3-mani­
fold admits a quadratic form of any possible signature.

Further results along these lines should be obtainable without 
too great an effort, at least for 4-manifolds. The lower dimensional



homotopy groups of the fibre M n,k are known (§25.8). An interesting 
special case is the problem of constructing a form of signature 2 on the 
complex projective plane.

40.14. The bundle S n,k —> M n,k- It may be of interest to show that 
the map p: S n,k —> M n,k given in §40.7 admits a bundle structure.

The fibre Y  is defined to be p-1^ )*  These are the symmetric
A 0matrices which commute with <rk. They have the form  ̂ ^  where A

is a negative definite k X k matrix and B  is positive definite. Since 
the space of definite matrices of a fixed order is a cell, it follows that Y  
is a product space of two cells; hence Y  is a cell.

The elements of 0 n which map Y  on itself are those which commute 
with <r*. They form the subgroup denoted by Ok X Orn_k. The sub­
group H  of the latter which commutes with all elements of F  is the

4-group of matrices of the form “  I* .  ̂ . The group of F is the
0 ±ln -k

factor group G =  Ok X 0'n__k/H •
If b e On and t  e S n,k, we will adopt the notation 6-r for brb'. Then 

we may use the symbolism of §7.4. Let /  be a local cross-section of 
Ok X Orn_k in On. Then /  is defined in a neighborhood V  of ak in ilf«,*, 
and f{<j)'(Tk =  c. For b in On set F& = b-V, and

/*(*) =  & /(& -M , (a e F b).
Define

fc: n x F - ^ p - W
by

<j>b(<r,a) =  fb(o)'a

and define p&: p-1(F&) —> F by

P&(T)  =  1 /& P ( 0 ] ~ 1"r -

Now a e#F implies a =  <Tkfi where P is positive definite. If p =  
fb(<r), then

p<t>b((T,a) =  p(/xo-*/V) =  p(po-fcp'p/3p')
=  po-fc/x'

since p/3p' is positive definite. Then

ptf>b{cr,a) =  fb(<r)'<Tk =  [&/(&“ M ] ‘O'*
=  bif(b-^y<Tk] =  K i r M  =  (T.

Likewise
Pb<t>b(<r,a) =  fb(<r)~l-<i>b(cr,ci) =  /&(o')’~1*[/&(0’) ,0£] =

Therefore is a homeomorphism. Computing coordinate transforma-



tions, we obtain

gcb(cr)-a =  pc4>b((r,a) =  / C(cr)—1*[/&(or) *«]-

Therefore gCb(o) is the image in G of fc{<f)~lfb(o) in Ok X 0 fn__k-
If the foregoing is compared with the proof of §7.4, one observes that 

{/cOO-1/ ^ ) }  are ^ e  coordinate transformations of the bundle On —> 
M n,k. It follows that the bundle S n,k over M n,k is weakly associated 
with the bundle 0 n over M n,k under the natural homomorphism of Ok X  

into G. It is easily shown that the principal bundle of S n,k —► 
M n,k is the bundle On/ H » M n,k- Since the latter is not a product for 
0 <  k <  n} neither is the former.

§41. Co m plex  Analytic M a n if o l d s  a n d  Ex ter io r  
F o r m s  of D e g r e e  2

41.1. Quasi-complex manifolds. If M  is a complex analytic 
manifold of n complex dimensions, its tangent bundle has, for fibre Y, 
the n-dimensional complex vector space, and, for group, the complex 
linear group CLn. Passage to real and imaginary parts of the coor­
dinates in M  represents M  as a real analytic manifold of 2n dimensions, 
F  becomes a real 2n-space of variables (x i, • • • , x n, y  i, * * * , y«), and 
CLn is imbedded in L2n. If 7 is a complex matrix in CLny and 
7 =  a +  ip where a }@ are real n X n matrices, then, as an element

a —— 8of L2n, 7 is represented by the 2n X 2n real matrix _ . Con-p a
versely any matrix of L2n of the latter form belongs to CLn. Thus 
the tangent bundle"of the real manifold is represented as a bundle in 
the subgroup CLn of L2n.

Let M  be a real, differentiable 2n-manifold. The foregoing shows 
that a necessary condition for M  to be differentiably equivalent to the 
real form of a complex analytic manifold is that the tangent bundle of 
M  be equivalent, in its group L2n, to a bundle in the subgroup CLn. A 
manifold satisfying this necessary condition will be called a quasi-com­
plex manifold.

We shall restrict our attention to real manifolds, and derive condi­
tions for such to be quasi-complex. Our results, so far as complex 
analytic manifolds are concerned, will be of the negative form: A par­
ticular real manifold is not quasi-complex, so it does not admit a 
complex analytic structure. It seems highly unlikely that every 
quasi-complex manifold has a complex analytic structure.

41.2. Unitary sphere bundles. Let M  be a real differentiable 
2n-manifold, and (B its tangent bundle. We have seen in §12.9 that (B 
is equivalent in L2n to a bundle (B' with group 0 2n. If M  is quasi-com-



plex, (B is equivalent in L 2n to a bundle (Bi with group CLn. By the 
analog of §12.9 for the complex case, (Bi is equivalent in CLn to a bun­
dle ©1 in the unitary group Un = (CLn) r \  0 2n- It follows that (B' and 
(Bi are equivalent in L 2n- According to §12.9, this equivalence holds 
also in 0 2n- This proves: M  is quasi-complex i f  and only i f  its tangent 
sphere bundle is equivalent in  0 2n to a bundle in  the unitary group Un- 

In general a sphere bundle will be called a unitary sphere bundle if its 
fibre is an odd dimensional sphere /S2n_1 and its group is Un-

41.3. The Chern characteristic classes. Let (B denote a unitary 
(2n — l)-sphere bundle over a cell complex K.  For notational con­
venience let Y fq denote the “ complex” Stiefel manifold (§25.7)

Y /q =  Wn,n-q =  Un/ U q, q =  0 ,  1 ,  * * * ,  U ~  1.

Define (B'fl to be the associated bundle of (B with fibre Y tq. Then (B'° 
is the principal bundle of (B, and (B'n_1 =  (B. Since U q- i  C  U*, we 
have natural projections

( 1 )  Un =  F ' °  - »  F ' 1 - »  • • • - >  F ' " - 1 =  S 2n- \

and F'«_1 is a unitary (2q — l)-sphere bundle over F 'ff. By §9.6, these 
projections induce projections

(2) • • • -> B'"-1 -> K,

and any composition of them is the projection of a bundle structure. 
In particular B fq~x is a unitary (2q — l)-sphere bundle over B 'q. The 
composition of B fq B 'q+1 —> • • • —» K  is the projection of <B'3.

41.4. With (B as above, we define the 2gth characteristic class of 
(B (q =  1, •• • • , ft), in the sense of Chern [7], to be the characteristic
class of (B'3_1. We denote it by c '2*((B). Thus

(3) c'2q((B) =  cC®'*-1).

Since Un is connected, 7ro(C/w) =  0; hence all coefficient bundles are
products, and we may use ordinary coefficients. According to §25.7, 
the first non-zero homotopy group of Y ,q~l is 7T2«-i and it is infinite 
cyclic, thus

(4) c'2ff((B) e H 2q(K;w2q-i).

We state the analog of §38.4; the proof is similar.
41.5. T h e o r e m . For each q =  f, • • • , n, there exists a map

K 2q~' X S 2n~2q+1 B  

which, for each x, maps the fibre x X S 2n~2q+l by a unitary transfor­



mation into the fibre over x in B. And there exists a similar map of 
K 2q X S 2n~2q+l i f  and only if  c'23((B) =  0.

The form this theorem takes in the complex analytic case is of 
interest:

41.6. T h e o r e m . I f  K  is a complex analytic manifold of n complex 
dimensions, then, for each q =  1, • • • , n, there exist n — q +  1 fields 
of tangent complex vectors which are independent at each point of K 2q~l; 
and there exist n — q +  1 such fields independent at each point of K 2q if  
and only if  cf2q{tangent bundle) =  0 .

41.7. Relations betw een the Chern and W hitney classes. The 
Chern classes are related to the Whitney classes. To exhibit the 
relationship, we adopt several conventions. The fibre of (B is the unit 
sphere in the space of n complex variables (zh • • • , zn). The sub­
group U q of Un operates trivially in the subspace Z\ =  • • • =  z g =  0. 
We pass to real coordinates by setting

x 2i- 1  =  GiZi, xn =  $Zi

Let Oq be the subgroup of 0 2n operating trivially in the subspace x± =  
. . .  =  x q =  0. Then we have the obvious relations

(5) u nn o 2q = t / „ n o 2g+i = u q.

Thus, distinct cosets of U q in Un are contained in distinct cosets of 
0 2q and 0 2q+i in 0 2n. These coset inclusions induce natural imbeddings 
of the coset spaces:

Un/Uq  C  0 2n/ 0 2 q ,  Un/ U q  d  0 2n/ 0 2q+l.

In the notations of §41.3 and §38.1, these become

(6) Y fq C Y 2q, Y fq C Y 2q+l.

It is important to note that these imbeddings conform with the left 
translations of Un C  0 2n-

Let <B' be a unitary (2n — l)-sphere bundle over K , and let (B 
denote the corresponding orthogonal bundle under the imbedding 
Un C 0 2n. Let (B3 be defined as in §38.1, and (B/ff as in §41.3. Then 
the inclusions (6) induce the relations in the following diagram

B'o =  B'0 B n =  B n -*  B'2 • • • J5/w_1 == JS'n_1 -> K
(7) i l l  1 1 1  1 1

B° -V  B 1 —> B 2 —> B 3 ->  B 4 • • • B 2n~2-*  K

Each vertical arrow is an inclusion. The last two (on the right) are 
equalities.



The fibre of B fq~l —> B ,q is

U J U q.  1 =  $ 2 g _ 1  =  0 2q/ 0 2a-i

and it therefore coincides with the fibre of J32g_1 —> B 2q. It follows that 
B ,q~i —>'Br.q is the bundle obtained by restricting B 2q~l —* B 2q to the 
subspace B fq. The fibre S 25-1 generates both 7r2g- i ( F 2g_1) = 2 and 
7 r 2 g - i ( F / g - 1 )  =  o o . Thus the homomorphism

(8) X: ir2q- i ( Y fq̂ )  -*  TT2̂ -i(Y2q- 1)

induced by the inclusion is onto. When q =  n, X is an equality.
Let / '  be a cross-section of (B'g-1|K 2q~l. Then / '  is also a cross- 

section / of (B2q-^\K2q~1. It follows that Xc(/') =  c(f). We note also 
that f  is a cross-section of (B2g_2|K 2q~l. Since the first non-zero 
homotopy^group of Y 2q~2 is 7r2g_2, it follows that the primary obstruc­
tion of (B2g~~2 is zero. Thus we have proved

41.8. T h e o r e m . I f  (B' is a unitary (2n — l)-sphere bundle over 
K  and (B the corresponding orthogonal sphere bundle, then, for q =  0, 1, 
• • • , n -  1,

c2 3+1 ((B) =  0, c2q(CB) =  Xc2g((B')-
and

c2n(CB) =  c2n((B').

Since X is reduction mod 2, the relation 5*c2g((B) =  c2g+1((B), and 
the exactness of the sequence (11) of §38.5 show that the two sets of 
relations in the above theorem are not independent. Either set 
implies the other.

41.9. C o r o l l a r y . In order that a real, differentiable, compact 
2n-manifold be quasi-complex, it is necessary that each odd dimensional 
Stiefel class be zero and each even ( < 2 n ) dimensional class be the mod 2 
image of a cohomology class with integer coefficients. In particular the 
manifold must be orientable (see §89.2).

These appear to be rather strong conditions. Just how strong 
is not known. Does there exist an orientable differentiable manifold 
with a non-zero odd dimensional Stiefel class? Any guess is useless. 
We need effective methods for computing Stiefel classes, and applica­
tions to many examples.

41.10. Skew matrices. We approach the present problem from a 
new angle. Let (B denote a (2n — l)-sphere bundle with group 0 2n. 
According to §9.5, (B is equivalent to a bundle in Un if  and only if  the 
weakly associated bundle with fibre Om/Un has a cross-section. We 
proceed to a study of this fibre.

Let Wfn be the set of real, non-singular, 2n X 2n, skew symmetric



matrices, and let W n =  0 2n H  W'n. Let

/ q \  0 I n
( 9 )  <r° =  In 0
be a reference point of PFn. Define <#>: 0 2n —> TFn by

(10) 0(<r) =  aaoa* {af =  transpose of a).

Now <t>(<r) =  co if and only if a has the form

<u> * - 1: ~i-
If we pass from complex coordinates (zh • • • , zn) to real coordinates 
(xh • • • , 2/1, • • • , i/n) where z% =  Xi +  iyi} then orthogonal
matrices of the form (11) correspond exactly to unitary matrices. 
This imbedding of Un in 0 2n is equivalent to the one in §41.7 under 
conjugation by the orthogonal transformation carrying (xi, • • • , xn, 
2/i, • • • , 2/n) into (xh 2/1, x2j 2/2, * • • , xn} yn) .

It follows that </> induces an identification

(12) 0 2n/U n  =  Wn.

Under this identification a left translation of the coset space by a in 0 2n 
corresponds to conjugation of W n by a (i.e. r <tt<t').

Consider now the effect of the factorization r =  <ra of §40.3 when r 
is in W'n. The analog of §40.4 is

41.11. L e m m a . I f  a e 0 2n and a e S 2n.o, then era e W'n if  and only if

(13) <r e W n a/nd aa  =  aa.

Suppose aa e W fn. Then (aa)f =  — aa  implies a  =  —a2(a'aa). 
Since a2 is orthogonal and araa is positive definite, the uniqueness of the 
factorization of §40.3 yields

—a2 =  / 2n, a =  afaa.

But these conditions are equivalent to (13). The converse argument 
is trivial.

In analogy with §40.5, we shall identify W fn with the subspace of 
W n X S 2n,0 consisting of pairs (a,a) satisfying (13). Define the pro­
jection p: W'n —» W n by

(14) p(aa) =  a .

Then p  is a continuous retraction of W'n into W n. Define the homot­
opy k by the formula (7) of §40.7. Then the formulas (8), (9), (10) 
and (11) of §40.7 continue to hold, and we have



41.12. Theorem . There is a deformation retraction fc of the mani­
fold W'n of skew matrices into the submanifold Wn of orthogonal skew 
matrices. The homotopy k commutes with the operations of 0 2w on W'n 
(i.e. r —> ot<t'). For each cr, k contracts p~l(<r) over itself into <r.

One may prove more here, namely: p: Wfn —> W n admits a 
bundle structure with fibre /S2n,o and group Un/H  where H  is the group 
of two elements ±  J2n. The proof is similar to that of §40.14 for the 
analogous case Sn,k —» M n,k»

41.13. Reduction of the problem. Let M  be a real, differentiable 
2n-manifold. Let (B denote the tangent sphere bundle of M , and let 
<B' be the weakly associated bundle with fibre W'n. Then (B' is the 
bundle of 2nd order skew symmetric tensors over M  having non-zero 
determinants. (Since the group of (B is 0 2n, the variance of the 
tensors is irrelevant; see §12.11.) Let <BS denote the subbundle cor­
responding to W n.

For each x in M, choose an admissible £ mapping Wfn onto the 
fibre over x, and define the homotopy fc' by (12) of §40.9. In analogy 
with §40.10 we have

41.14. T heorem . The homotopy k! is a deformation retraction of 
Br8 into Bs and contracts each fibre over itself. Then fc' deforms any cross- 
section of (B' into one of (Bs. Thus (B' has a cross-section if  and only i f  (B, 
has a cross-section.

Referring to the first paragraph of §41.10, we have
41.15. C o r o lla r y . The real, differentiable 2n-manifold M  is quasi 

complex if  and only if  it admits a 2nd order, skew symmetric, tensor field 
which is non-singular at each point.

A tensor field of the type prescribed in the corollary is otherwise 
known as a non-singular exterior form of degree 2.

41.16. Applications. Various facts about the topology of the 
compact manifolds W n are readily available. Since 0 2w has two com­
ponents and Un is connected, W n has two components. They are 
homeomorphic since 0 2» operates transitively. This means that the 
primary obstruction to finding a cross-section of a bundle with fibre W n 
is 1-dimensional. In the tensor problem of §41.15, the vanishing 
of this obstruction is equivalent to orientability. In general, the 
vanishing is equivalent to the reducibility of the bundle to the group 
Z?2n. When this happens, the bundle is the union of two disjoint 
isomorphic subbundles; and the problem reduces to finding a cross- 
section of one of them, say, the one with fibre J?2n/f7n which we will 
denote by Z n.

Since C/i =  J?2, Zi is a point. This gives:
A 2-manifdld is quasi-complex if  and only if  it is orientable.



It is well known, of course, that any orientable 2-manifold admits 
a complex analytic structure.

In the decomposition of R a into the product space of the symplectic 
group Spi and Rz, we have Spi  C  U 2 and U 2 Rz =  R 2 =  U 1. Then 
U 2 is the product space of Spi and U%. This implies that

r a/ U 2 =  R z/R 2 =  SK

Therefore Z 2 is a 2-sphere. Hence ir2(Z2) and irziZz) are infinite cyclic 
and 7r4(Z2) is cyclic of order 2. If M  is an orientable 4-manifold, the 
skew-tensor problem of §41.15 leads to a 3-dimensional primary 
obstruction with coefficients in an infinite cyclic group.

.For a general n, the lower homotopy groups of Zn can be deduced 
from the homotopy sequence of the bundle R 2n —» Zn\

X
7T 4(i?2n ) —> Ti(Zn) — > Tz(Un)  — > TTz(R2n) “ > 7T3.(5/n)  — > 7T2(U n)

M
—> 7r2(R2n) ir2(Zn) —> wi(Un) —> 7Ti(i22n) —> 7rx(Zn).

When n >  2, 7r4(i22n) =  Oand X is an isomorphism onto (see §§24.6,
25.1, 25.4). Exactness of the sequence implies 7r4(Zn) =  0. Since X is 
onto, and ir2(U2) =  0, we have ^C^n) =  0. Since /x is onto, Tx(Un) is 
infinite cyclic, 7ri(J?2w) is cyclic of order 2, and w2(R2n) =* 0, it follows 
that w2(Z2) is infinite cyclic. Since Un is connected and /x is onto, we 
have 7n(Zn) = 0 .  Thus, for n >  2, we have

i =  1,
V - 2,
& = 3, 
i  — 4.

41.17. Quasi-complex spheres. We turn to the problem of deter­
mining the dimensions of spheres which are quasi-complex. In the 
euclidean space C2n of coordinates (xi, • • • , x2n), let S  be the (2n — 
2)-sphere defined by x2n =  0 and =  1. Let (B* be the bundle
of orthogonal skew-tensors of order 2 over S. If b e 5* lies over a; e S 
and Tx is the tangent (2n — 2)-plane to S  at £, then b is an orthogonal 
transformation of Tx on itself which carries each vector v of Tx into a 
vector perpendicular to v (this follows from the skew-symmetry of the 
matrix representation). We assign to b a linear transformation ^(6) 
of C2n as follows: it carries the vector x0 =  (0, • • • , 0, 1) into x, it 
carries x into — xo, and, in the (2n — 2)-space Lx parallel to Tx, the 
operation ipQ>) is obtained by parallel translation of the operation b 
in Tx. Then f ( 6) carries each vector into an orthogonal vector;

0

*  (Zn) -  j *  

0



hence yp{b) is in Wn C  # 2n. If <r e Wn, then x =  <rx0 is in S  and cr\Lx is 
skew-symmetric. It follows that ^ maps Ba topologically onto Wn. 
If p: R 2n >S2n-1 is defined by p(<r) =  crxo, then p maps Wn onto S, 
and, for each x in S } \p maps the fibre of (&« over x onto p~x(x) C\ W n. 
We have proved:

41.18. Th eorem . With respect to the projection p: Wn —> S 2n~2 
given by p{o) =  a(xj), W n is a bundle over S 2n~2 with fibre W n-i- I t  is 
equivalent to the bundle of orthogonal skew-tensors of order 2 over S 2n~2.

If the bundle R 2n —>/S2n_1 is restricted to the hemisphere x 2n ^ 0, 
we obtain a product bundle. Hence the same is true of the bundle 
restricted to S 2n~2. Thus \p. imbeds B8 in S 2n~2 X R<in-i- We cannot 
conclude that (Bs is a product bundle since \[/ is, in no sense, a bundle 
mapping.

It is to be noted that the relation “ Wn is a bundle over S 2n~2 with 
fibre W n- 1 ” is analogous to the relation “ Rn is a bundle over >Sn-1 with 
fibre Rn- 1 ” The latter was used to compute homotopy groups of Rn- 
One may do likewise for the homotopy groups of Wn and obtain the 
results already given in §41.16.

As to the problem of which spheres are quasi-complex; the main 
results are embodied in the following theorem of Kirchhoff [61].

41.19. T h eorem . I f  S 2n~2 is quasi-complex7 then the bundle R 2n —> 
S 2w_1 admits a cross-section,■ and is therefore equivalent to a product 
bundle.

By assumption, there is a cross-section /  of the bundle Wn —> S 2n~2 
of §41.18. Any vector x  in aS2"-1 is uniquely expressible in the form

x =  \ x 0 +  yy, y e  S 2n~2, jjl ^  0, X2 +  n2 =  1.
Set

<r(x) =  X/2n +

Since f(y)  is skew-orthogonal, f ( y )2 =  — I 2n.
Hence

<r(x)<r(x)' =  [X/2n +  pf(y)][\hn  -  yf(y)] =  X2/ 2n -  y 2f(y )2
= (X2 +  fl2) I 2n =  /  2n-

Therefore a(x) e R 2n. Also

<r(x)-x o =  \ I 2nX 0 +  yf(y)-x 0 =  \xq +  py =  x.

It follows that <t{x) is a cross-section of R 2n S 271"1, and the theorem is 
proved.

In §24.8, we have shown that the characteristic map T̂ m+ 2  of the 
bundle Rim+ 2  —■> S im+1 is not homotopic to a constant; hence the bundle 
is not a product. Thus, we have



41.20. C o r o lla r y . For m =  1, 2, • • • , the sphere of dimension 
4m is not a quasi-complex manifold. (See App. sect. 7.)

It should be kept in mind that this asserts only that £ 4w, with its 
usual differential structure, is not differentiably equivalent to the real 
form of a complex analytic manifold. The question here is a special 
case of a general one: If M  and M f are two differentiable manifolds 
on the same space, are their tangent bundles equivalent?

41.21. Since S 2 admits a complex analytic structure it is quasi-com­
plex. We have also th at: 8 6 is quasi-complex. To prove this, let S 7 be 
the set of Cayley numbers of norm 1 (see §20.5). Let S 6 be the equator 
of points c of S7 which are orthogonal to the Cayley unit 1. Since right 
multiplication by b e S 7 is orthogonal, c orthogonal to 1 implies cb orth­
ogonal to b. Hence left multiplication of S 7 by c in S 6 carries each point 
into an orthogonal point. Then the matrix/(c) of this left multiplica­
tion lies in W 4. Since cl =  c, /  is a cross-section of the bundle W 4 —2► 
S 6. Then §41.18 asserts that S 6 is quasi-complex.

41.22. It is interesting to note that W n is contractible to a point in 
R 2n• This is obtained by modifying the proof of §41.19. Set

Jfc((T,0 =  t l  2n +  (1 -  t2Y'2c7, * e W n, 0 £ t £ l .

As before it follows that fc(<7,£) is orthogonal; then k is the required 
homotopy.



Appendix
This appendix has been added (November 1956) to call attention 

to some of the important advances in the theory of fibre bundles since 
1951, and to show how they answer, wholly or in part, questions raised 
in the text. The order of the following material approximates that of 
the related subjects in the text.

1. Local cross-sections of a subgroup. A generalization of the 
conjecture made at the end of §7.5, p. 33 has been proved by P. S. 
Mostert: Local cross sections in locally compact groups, Proc. Amer. 
Math. Soc. 4 (1953), 645-649. He shows that, if B is a locally-com- 
pact and finite-dimensional group, and G is a closed subgroup, then 
G has a local cross-section in B.

2. The covering homotopy theorem. The hypotheses of the cover­
ing homotopy theorems, §11.3, p. 50, and §11.7, p. 54, can be weakened 
without affecting the conclusions by replacing the condition “ X  is a 
normal, locally-compact CV-space” by “ X is normal and paracompact.” 
See W. Huebsch, On the covering homotopy theorem, Annals of Math. 
61 (1955), 555-563.

3. The existence of cross-sections. The hypotheses of the exist­
ence theorem §12.2, p. 55, may be relaxed. The conclusion still 
holds if the base space X  is normal and paracompact, and the fibre Y 
is solid. This improvement is of the same nature as that made in the 
covering homotopy theorem; and the modifications in the proof are 
similar.

4. Homotopy groups. At the ends of §15.10, p. 80, and §21.7, p. 
114, it is stated that very few homotopy groups have been successfully 
computed. The situation in 1956 is entirely different. Major 
advances in the theory have been made. It has been shown that the 
homotopy groups of finite, simply-connected complexes are finitely 
generated, and are effectively computable. The computations have 
been made in numerous special cases. It is notable that the concept 
of fibre space (a somewhat broader notion than fibre bundle) played a 
vital role in this development. A complete review of these results 
and their implications for fibre bundles would be too long. The 
following referenced give a substantial indication of the progress.

J.-P. Serre, Homologie singuliere des espaces fibres, Annals of 
Math . 54 (1951), 425-505.

—— , Groupes d’homotopie et classes de groupes abeliens, ibid . 
58 (1953), 258-294.



H. Cartan, Algebres d’Eilenberg-MacLane et homotopie, Seminar 
notes 1954/1955, Paris.

H. Toda, Calcul des groupes d’homotopie des spheres, C. R . Acad. 
Sci. Paris 240 (1955), 147-149.

 , Le produit de Whitehead et Pin variant de Hopf, ibid. 241
(1955), 849-850.

In this last note Toda announces that there is no mapping S zl —> S 1* 
of Hopf invariant 1. Hence there is no real division algebra of dimen­
sion 16 (see §20.7, p. 110).

5. Homotopy groups of Lie groups. Articles 22 to 25, pp. 114-134, 
of the text are devoted to the computation of a few of the homotopy 
groups of the classical Lie groups and their coset spaces. Far more 
extensive results have been obtained by better methods. For a sur­
vey of these see A. Borel, Topology of Lie groups and characteristic 
classes, Bull. Amer. Math. Soc. 61 (1955), 397-432.

6. Sphere bundles over spheres. In §26.6 to 26.10 various sphere 
bundles over spheres are exhibited which are not equivalent to product 
bundles but have the homotopy groups and homology structure of 
products. I. M. James and J. H. C. Whitehead have devised a 
homotopy invariant of such bundles which enables them to dis­
tinguish many of these spaces from products and one another. See: 
The homotopy theory of sphere bundles over spheres I and II, Proc. 
London Math. Soc. 4 (1954), 196-218, and 5 (1955), 148-166.

7. The tangent bundle of Sn. In a paper by J. H. C. Whitehead 
and the author (Vector fields on the n-sphere, Proc. Nat. Acad. Sci. 87 
(1951), 58-63), many of the results of §§27, 40, and 41 are generalized 
and proved by easier methods. For example, Theorems 27.8 and 
27.9 are special cases of the following: If n and k are related by n +  1 
= 2*(2r +  1), then any set of 2k continuous vector fields tangent to 
Sn are somewhere dependent. Theorems 27.18 and 40.12 are included 
in: I f  n and k are as above, and 2k ^  q ^  n — 2fc, then Sn does not 
admit a continuous field of tangent q-planes nor a continuous quadratic 
form which is nonsingular of signature q.

Theorem 41.20 becomes : I f  Sn admits an almost (=  quasi) complex 
structure, then n must be of the form 2k — 2. This last result has been 
greatly improved by A. Borel and J.-P. Serre (Groupes de Lie et 
puissances reduites de Steenrod, Amer. Jour. Math. 75 (1953), 409- 
448) as follows: The only spheres which admit an almost complex struc­
ture are S 2 and S 6.

The result 27.16 has been improved by I, M. James: Note on factor 
spaces, Jour. London Math. Soc. 28 (1953), 278-285.

8. The fibering of spheres by spheres. The results of §28 have



been considerably improved. In the paper by Whitehead and the 
author, referred to above, it is shown that, if Sn+r is an r-sphere bundle 
over Sn, then n =  2k and r — 2k — 1 for some k. The impossibility 
of fibering a sphere by spheres has been shown in many other cases by 
J. Adem: Relations on iterated reduced powers, Proc. Nat. Acad. Sci. 
39 (1953), 636-638.

9. Characteristic c lasses of sphere bundles. Knowledge of the 
Stiefel and Whitney characteristic classes (§38, 39) has been greatly 
extended by the work of R. Thom: Espaces fibres en spheres et carres 
de Steenrod, Ann. Sci. tlcole Norm. Sup. 69 (1952), 109-182. His 
first main result is a formula which characterizes the Whitney classes 

(i =  0, 1, • • • , ft) of an (ft — 1)-sphere bundle B —> X,  namely:

Wi =  W °

In this formula <j> is an isomorphism H q{X) «  H q+n(AyB) where
A —> X  is the associated ft-cell bundle; and Sq*: H n —> H n+i is the
squaring operation on cohomology mod 2 which this author defined 
for other purposes (Cyclic reduced powers of cohomology classes, Proc. 
Nat. Acad. Sci. 39 (1953), 213-223).

Using this formula, Thom obtains simple proofs of the various prop­
erties of the W \  In particular the Whitney duality theorem, stated 
but not proved in §38.13, is an easy consequence of the Cartan identity

Sq*(ft ^  v) — 2}=0Sq?ft w  Sqw v.

Next Thom considers a differentiable imbedding of the differ­
entiable r-manifold X  in a differentiable (r +  ft)-manifold M. Letting 
B be the normal bundle of X  in M, he realizes the associated bundle A 
as a tubular neighborhood of X  in ikf, and obtains a new formulation 
of the isomorphism </> which is purely topological in character. This 
provides him with a definition of normal classes for any topological 
imbedding of X  in M y and it gives the usual normal classes when the 
imbedding is differentiable. He considers next the diagonal imbedding 
of X  in X  X X. When X  is differentiable, he shows that the tangent 
bundle of X  is isomorphic to its normal bundle in X  X X. When X  
is an arbitrary manifold, he defines its tangent classes to be its normal 
classes in X  X X. This extends the definition of the Stiefel charac­
teristic classes to arbitrary manifolds; and at the same time it proves 
that the Stiefel classes, defined in terms of a differential structure, are 
independent of that structure.

Wu Wen-Tsun has improved on this result (Classes caracteristiques 
et i-carres d’une variete, C. R. Acad. Sci. Paris 230 (1950), 508). 
Basing his work on that of Thom, he derives formulas for the Stiefel



classes of a manifold X  which involve only the cohomology ring of X, 
and the squaring operations. These formulas enable one to compute 
eisily  the Stiefel classes in special cases. In particular they give a 
quick proof that c2(X) = 0 when X  is an orientable 3-manifold (see 
§39.9).

10. The theory of characteristic classes. Recent developments 
have produced a change in the point of view on characteristic classes. 
They are no longer regarded primarily as obstructions to cross-sec­
tioning suitable bundles. The new attitude is based on the theorem 
of §19 that a bundle over a complex K  with group G is uniquely deter­
mined by the universal bundle Bq —> Xo and a mapping /:  K  —> Xg. 
Letting H* denote the cohomology ring, the image of i7*(X<?). in 
H*(K) under /*  is called the characteristic ring of the bundle. A set 
of generators of H *{X G) are called universal characteristic classes, and 
their images in H*(K)  are called the characteristic classes of the bundle.

This procedure presupposes the ability to compute successfully 
H *(X g)- The work of A. Borel in this direction has been very import­
ant (Sur la cohomologie des espaces fibres principaux et des espaces 
homogenes de groupes de Lie compacts, Annals of Math. 57 (1953), 
115-207). He has extended greatly the results of Hopf concerning 
the structure of #*((?), and has applied the spectral sequence tech­
nique of Leray to obtain theorems on the structure of H *(X g)- In 
case G is an orthogonal group, then H *(X g) with coefficients mod 2 is 
a polynomial ring whose generators are the universal Whitney classes. 
If G is a unitary group, then H *(X g) with integer coefficients is a 
polynomial ring generated by the universal Chern classes. Other 
special cases have led to new characteristic classes such as the Pontr- 
jagin classes associated with the special orthogonal groups.

This new approach has been fruitful in the applications of fibre 
bundle theory to differential geometry, complex manifolds and alge­
braic varieties. For a survey of these see the paper of A. Borel referred 
to in §5 above, and the monograph of F. Hirzebruch: Neue topologische 
Methoden in der algebraischen Geometrie, Ergeb. der Math., Springer
(1956), Berlin.

11. Secondary obstructions. In case the primary obstruction to 
finding a cross-section of a bundle is zero, the secondary obstruction 
is defined and is a set of cohomology classes. For sphere bundles, the 
secondary obstruction has been analysed successfully by S. D. Liao: 
On the theory of obstructions of fiber bundles, Annals of Math. 60 
(1954), 146-191. Another special case has been treated by E. G. 
Kundert: tiber Schnittflachen in speziellen Faserungen und Felder 
reeller und komplexer Linienelemente, Annals of Math. 54 (1951),



215-246. A general treatment of primary and secondary obstructions 
is given in the monograph of V. A. Boltyanskii: Homology theory of 
mappings and vector fields, (in Russian), Trudy Mat. Inst. Steklov, no. 
47 (1955).

12. Fields of line elements. The subject of tangent fields of line 
elements has been thoroughly analysed by L. Marcus: Line element 
fields and Lorentz structures on differentiable manifolds, Annals of 
Math. 62 (1955), 411-417. In particular, the statement on p. 207, 
lines 12b and 13b, must be corrected by deleting the word-“ twice.” 
See also H. Samelson, A theorem on differentiable manifolds, Portu- 
galiae Math. 10 (1951), 129-133.
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